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Dear colleagues, 
 
We are very glad that after two and half years of very limited opportunities for onsite scientific 
meetings we can hold PHYSMOD 2022 in Prague at the Institute of Thermomechanics of the Czech 
Academy of Sciences. There are still limitations for some regions, so we decided to organize a hybrid 
meeting with a majority of participants on-site and a minority online. The workshop consists of 43 
oral and 4 poster contributions, 11 talks will be given by remote speakers. We have very strong 
student representation – 18 presentations will be given by students. Altogether 73 participants have 
registered. 
 
The objective of PHYSMOD is to bring together the community active in physical and numerical 
modeling of flow and dispersion processes occurring in the lowest part of the atmosphere using wind 
tunnels, water channels, or CFD models. The history of the biennial workshop starts in 1999 here in 
Prague and attracts a growing number of experts, scientists, and students active in the field. 
 
PHYSMOD provides a forum where the most recent advances in fluid modeling, state-of-the-art in 
experimental work, and newly emerging research areas are discussed in an open-minded and 
friendly atmosphere. One of the main purposes is to encourage broader collaboration between 
researchers and transfer the knowledge between the laboratories as well as generations. We will be 
very happy to welcome students who present their work and incorporate them into our community.  
 
 

Klára Jurčáková 
On behalf of the scientific and organizing committee 
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QUADRANT ANALYSIS OF TWO-HEIGHT CANOPY FLOW MODELED IN 
A WIND TUNNEL 

V. Babin1, L. Shig2, E. Fattal1, R. Shnapp3, Alex Liberzon12 and Y. Bohbot-Raviv1 

 

 
1Israel Institute for Biological Research (IIBR), Ness-Ziona Israel 
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Abstract 

The atmospheric boundary layer over urban areas is often described as a heterogeneous canopy layer, 

in terms of its height and/or spatial distribution. In the present study, specific heterogeneity made of 

two-height flat-plate roughness elements form two horizontal layers of different density, drag, and 

alignment. The turbulent flow above the roughness was modeled in the environmental wind tunnel at 

IIBR. Extensive particle image velocimetry (2D2C-PIV) measurements within and above the modeled 

canopy were performed. The quadrant analysis of sweeps and ejections of the Reynolds stress, known 

to dominate the turbulent transport in canopies is presented. The results are compared with two 

common models of the joint statistics of the velocity components (CEM and ICEM), designed to 

reproduce the imbalance in the stress contribution of sweeps and ejections to momentum transfer. 

Both models were found to reproduce the measured values well above the canopy top, while deviate 

inside the canopy. A local increase in momentum transfer between the two canopy layers was 

observed, indicating the existence of a second inflection in profile of momentum transfer.  

Introduction 

Turbulent canopy flows contribute an essential part to the heat and mass transport budgets in cities 

and forests. In the past few decades, large number of field and laboratory measurements, combined 

with numerical and theoretical studies, have investigated the unique and fundamental features of 

canopy turbulence [Brunet, 2020]. 

Some features of canopy flow, such as an inflection point in the mean velocity profile at the top of the 

canopy, the turbulence transport term in the turbulent kinetic energy (TKE) balance, support the 

representation of canopy flow using the so-called “mixing-layer analogy” [Raupach et al., 1996]. The 

canopy turbulence, especially near the canopy top, is populated with coherent motions entitled as 

“sweeps” and “ejections”, at length scales of the order of the canopy height. These coherent motions 

were found to be responsible for the larger fraction of the momentum and scalar fluxes [Raupach et 

al., 1986a, Brunet et al., 1994]. 

The contribution of coherent motions to the momentum transfer is typically quantified using 

conditional sampling and a so-called “quadrant analysis” of the joint statistics of turbulent streamwise 

(�) and vertical (�) velocity components [Lu and Willmarth, 1973, Antonia, 1981]. 

Some of the key challenges in turbulent canopy flow modeling is due to difficulty of simple turbulent 

models, such as eddy-viscosity models, to simulate flows with significant non-local momentum 

exchange, as is the case within the canopy top [Wilson and Shaw, 1977, Finnigan, 2000]. For the higher 
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order closure models, the joint statistics �,� need to be modeled. The joint probability density 

function (JPDF) of �,� can be modeled by two-dimensional Gram-Charlier cumulant expansion method 

(CEM) [Nakagawa and Nezu, 1977, Raupach, 1981], and its simplified version, the incomplete cumulant 

expansion method (ICEM) [Katul et al., 1997a, Katul et al., 1997b]. Both methods were employed 

successfully to reproduce measured difference in stress fraction contributions of quadrant 2 and 

quadrant 4 [Poggi et al., 2004, Katul et al., 2006]. 

Although most plant and urban canopies on Earth are heterogeneous (spatially varying in density, 

height and shape), yet a physical representation of heterogeneity and its effect on canopy turbulence 

remain unclear [Brunet, 2020]. In particular, the effects of heterogeneity on the coherent structures 

(sweeps and ejections) are not well understood [Katul et al., 2006], and it is not known how the CEM 

and ICEM models perform in non-uniform canopies. In this study these questions are addressed using 

an experimental study of a heterogeneous canopy, modeled in a wind tunnel. 

Experimental setup 

The flow measurements within and above the heterogeneous canopy model were conducted in the 

Environmental Wind Tunnel Laboratory (EWTL) at IIBR. This is an open-circuit wind tunnel, with a 

closed 15 m long 2 × 2 m	� uniform rectangular cross section test section. The canopy layer was 

constructed using spires, fence at the test section entrance and ground-mounted roughness elements 

spanning an area of ∼ 12 × 2 m	� (Fig. 1a). The reference velocity is determined via a Pitot-Prandtl 

tube placed at the test section entry, above the developing boundary layer.  

The measurements have been performed for two reference wind speeds, 4.6 and 9.0 m s	
� (bulk 

Reynolds number of ��/� = ��� = 2.3 × 10� and ��� = 4.9 × 10�, where � is boundary layer 

height of about 80cm, respectively). The roof and lateral walls near the testing regions of the canopy 

model are transparent to allow an optical access to the flow. The heterogeneous canopy model is 

composed of vertical metal plates of two heights, 50 mm (�/2) and 100 mm (�) in equal amounts, 

resulting in an average canopy height of 75 mm (
�
��). The roughness elements were arranged in a 

staggered configuration. Each lateral row of elements consists of either tall or short elements only as 

illustrated in Fig.1b. 

( a)                                                                                         ( b)  

     

Fig.1: (a) Side view of the experimental section of the wind tunnel and layout of the canopy roughness 

elements, and (b) top-view of the roughness elements and PIV-planes obtained in the measurement 

region. 

Velocity fields measurements in the � −   planes (streamwise and floor-normal direction plane,	� = 0 

defined at the entrance to the measurement cell) were performed with a planar (2D/2C) Particle Image 

Velocimetry (PIV) system (LaVision, Gmbh). The system consisted of a Imager sCMOS camera with 
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2560X2160 pixels sensor and Zeiss Milvus 100mm f2M ZF lens, 15Hz double pulsed EverGreen Nd:Yag 

laser (200 mJ/pulse). A vertical light sheet with thickness of about 1 mm was generated at 11 different 

(x,y) locations and 4 different heights with 50 mm overlap between each two successive heights, 

aligned in the streamwise direction. FoV was about 20X20 cm2 with pixelsize of about 0.08 mm/pixel. 

All the measurements were repeated for the two Reynolds number flows. For each PIV plane 1000 

double frame images were obtained at 15 Hz. PIV analysis was preformed using 2 passes of 64 ×64 

window size and 50% overlap and a final pass with 32 × 32 window size and 75% overlap obtaining 

resolution of a velocity vector per 1.2 mm. Outliers were removed using median filter, removing 

neighboring vector that were more than three standard deviations away from the local median. 

Conditional sampling and analysis 

Conditional sampling and quadrant analysis of the main Reynolds stress component −〈�′�′〉 [Lu and 

Willmarth, 1973, Wallace, 2016] is applied, following studies of uniform canopies [Raupach et al., 

1986a, Poggi et al., 2004, Zhu et al., 2007]. 

The maps of −〈�′�′〉 are divided into four quadrants (%&) according to the signs of �′ and �′: ejections, 

or %� represent �′ < 0,�′ > 0; sweeps %�, �′ > 0,�′ < 0), inward %� and outward %� interactions. 

Note that we use a zero threshold to define a quadrant and in the common notation it is sometimes 

marked with a subscript zero [Raupach, 1981]. 

The fraction number of quadrant k instances out of all measured planes at each point )&is defined as:  

 )&(�+) = �
-∑-/01 2&(�+, 3/) (1) 

with 

 2&(�+, 3/) = 41, �′�′(�+, 3/)				56		7�89:863		;			
0, 		�<=�.  (2) 

The contribution of a certain quadrant to the total ensemble average of −〈�′�′〉 is defined as: 

 �′�′&(�+) = �
-∑-/01 �′�′(�+, 3/)2&(�+, 3/) (3) 

The relative contribution of %/  to the total stress −〈�′�′〉 can be quantified by the fractional stress 

term:  

 >& = ?@A@B
〈?@A@〉, (4) 

Note that ∑�&0� )& = 1 and ∑�&0� >& = 1. 

A common measure to quantify the relative importance of ejections and sweeps to 〈�′�′〉 is the 

imbalance in the contribution of sweeps and ejections to momentum transfer using the difference in 

stress fraction contributions which can be defined as in Raupach (1981):  

 Δ> = >� − >� (5) 

To link Δ> and quadrant analysis with the TKE budgets and RANS models, work of Nakagawa and Nezu 

(1977) and Raupach (1981) that successfully employed the third-order cumulant expansion method 

(CEM) were followed: 

 Δ> = �DEFG
EFG√�I (

�JK
(�DEFG)L +

JL
�DEFG

) (6) 

where: 
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 N� = (1 + �?A)(OPQ
OQP
R + OKL
OLK

� ) (7) 

 N� = − �EFG(OPQ
OQP)
R − (OKL
OLK)

�  (8) 

and �?A = 〈?@A@〉
SFSG , T/U = 〈?@VA@W〉

SFV SGW
, XY = √=′�. 

Katul et al. (1997a) conducted a sensitivity analysis on the relative importance of the mixed moments 

and the velocity skewness on Δ>. They demonstrated that the mixed moments T�� −T�� contribute 

much more than T1� −T�1. Hence, based on this finding, a further simplification was suggested 

referred to as the incomplete CEM (ICEM) given by: 

 Δ> = �
�EFG√�I (T�� −T��) (9) 

Results 

Example for two instantaneous sweep and ejection events at ��� are presented in Fig. 0. The PIV 

realizations are chosen such that at least 70% of the image is dominated by either ejections (a) or by 

sweep event (b). The black arrows indicate fluctuating flow-field (�′,�′), superimposed on the 

normalized color map representing turbulent shear stress �′�′ normalised by �∗ = \〈�′�′〉], within 

the heterogeneous canopy and up to the height of ≈ 1.8�. Note the different scale of the color bars, 

adjusted to the events for clarity. The wind direction is from left to right. 

Fig. 2(a) shows an instantaneous ejection event (black arrows pointing upward in the opposite 

direction of the main flow), which demonstrates transport of momentum out of the canopy by a slower 

(than the mean velocity) upward-moving coherent motion. Higher shear regions (yellow color) during 

ejection events was observed mainly above the canopy height, e.g  /� > 1, consistently throughout 

all the measured planes. Fig. 2(b) shows a sweep event (black arrows pointing downwards), spreading 

over the whole measurement domain, demonstrating the instantaneous penetration of momentum 

into the canopy by a fast, downward moving gust. During sweep events high shear events (yellow color) 

were observed inside the canopy ( /� < 1) with higher magnitude, but less common and smaller in 

size as compared to ejection events. Conversely, in both realisations, the scale of the observed 

coherent motions seem to exceed the size of the measurement volume. Such large scale and violent 

events are persistent and were observed in numerous PIV images. 

 

Fig.2: Example turbulent fluctuating velocity fields (�′,�′) (arrows) a) dominated by ejections  

(�′ < 0,�′ > 0) and b) sweeps (�′ > 0,�′ < 0), superimposed on the normalized turbulent shear 

stress (�′�′) for ��� at plane 8 (`/� = 0.7). Flow is from left to right.  
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Horizontal averaged duration fraction profiles for each quadrant are shown in Fig. 3 (a). Ejection and 

sweep events are the most abundant, in agreement with the previous studies of Raupach (1981) and 

Zhu et al. (2007). The duration of sweeps is about  )� ≈ 0.36 above the canopy and decreases sharply 

below, while the ejection duration has a peak right below the canopy top ( /� = 1) and decreases at 

higher elevations. At  /� ≈ 1.5, the ejection and sweep events have the same duration values. These 

trends are consistent with the results of homogeneous canopies of Raupach (1981) and Zhu et al. 

(2007). One should keep in mind, though, that the frequent occurrence of ejections near and below 

the canopy top does not necessarily imply that they dominate over other variables, since the 

characteristic magnitudes in each quadrant are considerably different. 

The stress fraction profiles are shown in Fig. 3(b). Below and around the canopy top, the sweep events 

are the most dominant contributors to the shear stress. Thus, in spite of the high duration fraction of 

ejections at  /� < 1 the sweeps dominate the contribution to shear stress. At  /� > 1.5, the 

ejections become the largest contributors. This latter trend is consistent with previous observations in 

homogeneous canopies [Harman et al., 2016; Raupach, 1981; Zhu et al., 2007]. 

Despite this difference in interpretation, one key characteristic of the development sequence is that 

the resulting coherent motions retain the initial spatial structure of the eigenfunctions of the inflected 

free shear layer, which are set up by the drag in the upper layers of the canopy. 

Vertical profile of Δ> are shown in Fig. 3(c). Above the canopy ( > �) the profile appear similar in 

shape to the profiles obtained in homogeneous canopies. This similarity further supports the idea that 

the drag in the upper layer of the canopy dominates the inflected velocity profile height and the 

instability associated with it [Brunet, 2020]. Another interesting feature, which has not been observed 

in previous canopy studies, occurs near the short element height �/2, where a sudden increase in Δ> 

follows a local decrease in �/2 <  < �. This sudden increase might be associated with the weak 

instability induced by the short element height, rather than the canopy as a whole (inflected double 

average velocity at �) creating a double inflected profile. 

 

Fig 3: (a) Duration fraction vertical profiles, )&, for each quadrant at both Re numbers, (b) Stress 

fraction vertical profiles >& for each Re number and (c) Profile of measured Δ>. Horizontal dotted line 

indicate the height of the plates.  

In Fig. 4 CEM and ICEM models to the directly measured Δ> comparison is presented. Both models 

don’t deviate substantially from the measurements in agreement with Katul et al. (2006) and Zhu et 

al. (2007), with exception of deviation deeper inside the canopy ( /� < 1), resulting in larger positive 

values (Δ> > 0.25). In this region the ICEM deviates strongly from the measured data visible by 
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different slopes of the linear fit: CEM ≈ 1.03 while ICEM ≈ 0.8. The deviation is due to the non-

negligible values of T1� −T�1 (not shown here for the sake of brevity). Conversely the range |Δ>| <
0.2 (gray area in 0(c)), corresponds to the layer slightly below and above the canopy top, at which both 

models are in great agreement with the measured data. 

 

Fig. 4:  Comparison of the CEM (o) and ICEM (+) models with the measured values of Δ> at ��� 

(green) and ��� (orange). Dashed line indicated linear fitted line for ICEM model comparison and 

solid line for CEM model comparison.  

Summary 

PIV measurements were performed for a wind-tunnel model of a heterogeneous canopy boundary 

layer in order to examine the characteristics of the turbulence within and above the heterogeneous 

canopy. The turbulence characteristics of the model found to be similar but not identical to uniform 

canopies [Raupach, 1981, Zhu et al., 2007, Harman et al., 2016]. Conditional sampling based on the 

quadrant analysis, based on the signs of velocity fluctuations, reveals some interesting features of the 

flow structure, especially during the sweep and ejection events, which are shown to dominate in this 

case the momentum fluxes. During the sweeps, the downward flow generates small, concentrated, 

high intensity (−�′�′/�∗� > 10) shear layers, right below the canopy top. The flow above is distinctly 

less intense in terms of turbulence shear stress. During ejections, the shear layers at lower intensity 

cover large areas above the canopy top. 

Consistent with previous studies, ejections occur most frequently, having the highest duration inside 

and above the canopy top, while sweeps are more frequent above the canopy, at  /� > 1.5. The 

sweeps, nevertheless, contribute more significantly to the turbulent shear stress at heights up to 

 /� > 1.5. This is consistent with the high shear layers near the canopy top observed during sweep 

events. 

Interestingly, for this heterogeneous canopy comprising of elements of two heights and also of the 

layers of staggered versus aligned elements – at heights above the canopy the sweeps and ejections 

exhibit similar behavior to uniform canopies [Raupach, 1981; Raupach et al., 1986b; Zhu et al., 2007]. 

This can be explained by the fact that the upper layer (which in our case is an aligned array of plates), 

contributes more significantly to the total drag and responsible for the height and strength of the mean 
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velocity profile. Further study with different types of heterogeneous canopy layers are needed to 

validate this hypothesis. 

In terms of Δ>, above the canopy top very similar profiles to the previous cases of uniform, 

homogeneous canopies were observed. The interesting feature that is specific to this type of canopy 

is the sudden increase in Δ> at the height of short elements, which might be associated with the local 

instability that is induced by the short element which created a double inflected canopy velocity 

profile. It was shown that the incomplete third-order cumulant expansion (ICEM) approach reproduces 

the sign and magnitude of Δ> above the canopy surprisingly well, but deviates substantially inside the 

canopy ( /� < 1), while the full CEM model seems to predict the measured values well below and 

above the canopy top. A follow up step to this, is to check the gradient diffusion formulation obtaining 

the Δ> with the second moments, which could allow second order models to calculate Δ> and through 

it reproduce the statistical properties of the ejection–sweep cycle. This approach was shown to work 

well in uniform canopies [Katul et al., 2006] but not in canopies with heterogeneity of some sort. 
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Abstract 

This work presents an advanced method for vertical ship emission distribution in Eulerian city-scale 
models. The emissions are distributed based on a parameterized exponentially modified Gaussian 
function. This parameterization was derived from model results of a microscale model, taking into 
account effects of thermal plume rise and obstacle-induced turbulence in the near-field of a ship. A 
complex city-scale chemistry transport modeling study for the inner-city of Hamburg, Germany is 
performed with the newly derived parameterization and compared against a static distribution and 
measurements from the Hamburg air monitoring network. Results show improved model accuracy 
compared to measurements of crucial air quality components NO, NO2, and O3. For example, at the 
representative station Altona-Elbhang, mean hourly biases of NO are reduced from 11.35 µg m-3 to 
1.57 µg m-3 and from 13.36 µg m-3 to 6.69 µg m-3 in January and August 2018, respectively. Modeling 
with a zero-out method also shows the potential of reaching WHO air quality guideline values for 
mean daily NO2 concentrations of 25 µg m-3 by reducing ship emissions close inside the harbor. 

 

Introduction 

The negative impacts of shipping emissions on human health and the environment remain an 
ongoing problem in coastal cities. Regarding air quality, the most problematic combustion products 
are oxides of nitrogen (NOx = NO + NO2) and particulate matter (PM), followed by oxides of sulfur 
(SOx), carbon monoxide CO and volatile organic compounds (VOCs).  
When using Eulerian models, precise estimation of ship emissions is only possible if the absolute 
emission values are determined correctly and when they are distributed correctly into the model 
domain (Matthias et al., 2018).  
Of special importance is the consideration of plume rise and turbulent downward dispersion when 
modeling concentrations in the near field of a ship (Badeke et al., 2021). This can be done by using 
the microscale chemistry, transport and stream model (MITRAS) (Schlünzen et al., 2003, 2018). 
Badeke et al. (2022) used MITRAS results to calculate parameterizations for the vertical ship emission 
profile. This study applies these parameterizations in a complex urban air quality modeling study with 
the city-scale model EPISODE-CityChem (Karl et al., 2019) and compares the model performance 
against measurements.  
 

Methods 

Previous model setups with EPISODE-CityChem used a static vertical ship emission distribution into 

the model domain (Ramacher et al., 2019). Emissions were distributed evenly into the lowest four 

model layers, i.e., 25% each layer. This is referred here as “Fixplume”. 
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In this study, a new flexible plume (“Flexplume”) is applied, in which the vertical ship emission 

distribution corresponds to the exponentially modified Gaussian (Expgauss) function, following 

Badeke et al. (2022): 

c(h) =  
λ1

2
exp (

λ1

2
(2λ2 + λ1λ3

2 − 2h)) · erfc (
λ2 + λ1λ3

2 − h

√2λ3

), 

where c(h) is the vertical concentration profile depending on the height (h) and λ1, λ2 and λ3 are 

shape parameters of the Expgauss function. The shape parameters can be calculated as:  

λ1 = −0.00445 + 0.002 vwind − 0.00575 Γ 

λ2  = 27.6 + hfleet - 52.7 log10(vwind) + 2.86 cos(ϕ) + 0.023 Texh + 3.86 Γ 

λ3  =  20.4 − 8.28 cos(ϕ) − 0.0135 Texh − 6.0 Γ, 

where vwind is the wind speed given dimensionless in [m s-1], hfleet is the average ship height given 

dimensionless in [m], Texh is the exhaust temperature given dimensionless in [K], ϕ is the flow angle 

in [°], and Γ is the atmospheric stability given dimensionless in [K ∙ 100 m-1]. Currently, all ships in the 

EPISODE-CityChem model have the same height, exhaust temperature and flow angle. These were 

set to 25 m, 300°C and 0°, respectively. With the update of EPISODE-CityChem v1.6 (Karl, 2022), it is 

possible to include the effects of wind speed and stability on the vertical ship emission distribution. 

EPISODE-CityChem calculates the ship emission distribution at every x-y position inside the domain 

where ship emissions occur and generates individual Expgauss emission profiles, depending on the 

local meteorological conditions. 

 

 

Figure 1: Schematic overview of the model setup for this study. 
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The new Flexplume approach is tested in a complex chemistry transport modeling study with the 

EPISODE-CityChem model system (Fig. 1). Results are calculated for two months, January and August 

2018. The horizontal resolution was set to 250 m × 250 m to match with the resolution of the 

meteorological input data from the Australian air quality model TAPM (The Air Pollution Model) 

(Hurley, 2008; Hurley et al., 2005). 

Background concentrations were gathered primarily from the background station Waldhof, which is 

part of the European Monitoring and Evaluation Programme (EMEP, 2022). Background chemicals 

that were not measured in Waldhof, were taken as monthly mean concentrations from the 

Community Multiscale Air Quality Model (CMAQ) from a previous study (Matthias et al., 2021). 

Ship emissions are calculated with the bottom-up modular ship emission modeling system (MoSES, 

Schwarzkopf et al., 2021). The emission calculation is based on information about the ship (e.g., ship 

type, fuel type, engine power) that is gathered from the IHS Markit 2020 ship database.  

This study further accounts for land-based emissions from industrial point sources, road traffic, 

commercial and industrial combustion, domestic heating, agriculture, waste and solvent emissions. 

Modeled concentrations for NO, NO2 and O3 are compared against measurements from stations of 

the air quality measurement network (Hamburger Luftmessnetz, 2022, Fig. 4). A variety of statistical 

measures have been tested (e.g., bias, regression and root mean square error (RMSE)). 

 

Results 

Model performance with Fixplume and Flexplume 

For modeled NO concentrations compared to measured concentrations, almost all statistical 

parameters show improvements for the new Flexplume algorithm compared to the Fixplume, both 

on an hourly and daily scale. 

The largest improvement is found at the stations Altona-Elbhang (80KT) and Finkenwerder West 

(72FI) as expected since they are closest to the river Elbe and not dominated by traffic emissions. 

Figure 2 presents the corresponding time series for Altona-Elbhang, based on daily trimmed mean 

values. Trimmed means that only values from percentile 10 to percentile 90 (i.e., 20 hours per day) 

are used for the calculation of daily means to reduce the effect of outliers that cannot be captured by 

the model. Outliers may be caused by local activity, e.g., people smoking close to the instruments or 

short-time construction works nearby. Trimming was done for both measured and modeled values to 

maintain consistency and work with the same amount of data. 

For hourly data in January, the bias in Altona-Elbhang is reduced from 11.35 µg m-3 to 1.57 µg m-3 

compared to the Fixplume. The RMSE improves from 45.34 µg m-3 to 19.99 µg m-3. The correlation 

coefficient R increases from 0.76 to 0.86 (based on daily trimmed mean data). In August, the NO 

model performance is lower, but still an improvement can be seen when comparing Flexplume to 

Fixplume. The bias is reduced from 13.36 µg m-3 to 6.89 µg m-3 (hourly data). However, correlation 

does not show a significant improvement in Altona-Elbhang in August and lies at approximately  

R = 0.45 (daily trimmed mean). 
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For NO2 in January, the Flexplume algorithm shows an overall worse statistical agreement with 

measurements compared to the Fixplume assumption. However, the positive change in bias and 

negative impact on regression bias are small. The highest additional absolute bias is ~3.0 µg m-3 more 

compared to the Fixplume in Finkenwerder-West (from -3.3 to -6.14 with hourly data). The strongest 

loss in correlation is -0.03 points, also in Finkenwerder West (from 0.89 to 0.86 based on daily 

trimmed mean data). In August, NO2 model results improve statistically. The bias from Altona-

Elbhang is reduced from 5.81 µg m-3 to 3.05 µg m-3 for the Flexplume algorithm. 

Overall the positive effect for NO modeling outweigh the loss in model performance for NO2 in 

January.  

The differences of Flexplume and Fixplume algorithms are clearly located in the harbor area (Fig. 3). 

For NO the highest differences between the algorithms occur close to the shipping lanes and at the 

shipping terminals, since NO is quickly oxidized. For NO2 and O3, the differences occur more evenly 

distributed over the whole harbor area. 

 

  

    

Figure 2: Time series (daily, trimmed mean) for the station Altona-Elbhang (NO, NO2) in January (left) and 

August (right) 2018. Comparison of measurements with the Fixplume and Flexplume model algorithm for ship 

emissions. 
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Figure 3: Concentration maps of the investigated domain showing the difference of the Flexplume approach to 

the Fixplume (Δc = cFlex - cFix) for mean monthly concentrations of NO, NO2 and O3. Maps were created using © 

QGIS-Version 3.22.1-Białowieża with a topographic base map by © OpenStreetMap contributors 2022 and © 

Copernicus Urban Atlas 2012 land use and land cover data. Distributed under a Creative Commons BY-SA 

License. 
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Wind direction effects 

In both months, the main wind sector was southwest occurring 40−50% of the time followed by 

southeast and northwest. Wind from northeast occurred only 5−7% of the time.   

An overview on the model performance based on the modeled bias is presented in Fig. 4 for the 

Flexplume approach.  

The model performance is evaluated exemplary for the station Altona-Elbhang (80KT), which both 

close to the city center and affected by ship emissions. For NO, the best results compared to 

measurement data were found for wind conditions from the southwest sector (e.g., bias -0.07 µg m-3 

in January and 2.38 µg m-3 in August). In comparison, the lowest model performance at this station 

were found for winds from the northeast sector with biases of 7.82 µg m-3 in January and a large bias 

of 47.18 µg m-3 in August. 

 

 

Figure 4: Overview on the EPISODE-CityChem performance (bias) in NO2 and NO depending on the wind sector 

in January and August based on the Flexplume approach. Maps were created using © QGIS-Version 3.22.1-

Białowieża with a topographic base map by © OpenStreetMap contributors 2022 and © Copernicus Urban 

Atlas 2012 land use and land cover data. Distributed under a Creative Commons BY-SA License. 
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NO2 results show the best performance for winds from the northeast sector (bias: -8.64 µg m-3) in 

January and from the southeast (0.35 µg m-3) and southwest (-0.35 µg m-3) in August. The largest 

biases occurred from the southeast sector in January (-11.95 µg m-3) and from the northeast sector in 

August (15.21 µg m-3). 

Notably, northeast conditions showed the best regression results for NO2 (R = 0.72 in January and 

0.52 in August).  

Since the station Altona-Elbhang lies close to the Elbe at the northern shore, good performance for 

winds from the southern sectors are attributed to good representation of shipping emissions in this 

study. Air masses from the northwest represent mainly urban background conditions, which are also 

well represented. The larger errors from the northeast sector are attributed to strong traffic 

emissions. The low model performance can also be attributed to the low occurrence of winds from 

this sector. In this way, few very strong peaks can raise the model error very high. 

A general overview on the Flexplume performance on all available stations is given in Fig. 4. 

 

Shipping effect on the urban pollutant concentration 

The contribution of shipping emissions to the total modeled concentration of air pollutants was 

determined based on the zero-out method, i.e., the difference between model runs including all 

emissions (= with ships and using the Flexplume approach) and runs without ship emissions (Table 1). 

Results shown here are given for the position of Altona-Elbhang. 

The ship emission contribution to mean daily NO concentration is 7.0 µg m-3 and 5.8 µg m-3 in January 

and August, respectively. This is an increase of 109−114% compared to a situation without ships. The 

main contribution is from direct NO emission by ships, which form 95% of their total NOx emission. 

Another source for NO concentrations is NO2 photolysis during daytime, which also intensifies due to 

direct ship emission of NO2.  

Mean daily NO2 concentration contribution by ships is 9.5 µg m-3 and 8.5 µg m-3 for January and 

August, respectively, which corresponds to an increase of 77% and 44%, respectively. The main 

reaction for increased NO2 by ship emissions are the production from NO and O3, as well as reactions 

of NO with peroxy radicals like HO2 and CH3O2. The seasonal difference in mean concentrations might 

be caused by the underestimation of NO2 concentrations in winter, probably due to uncertain 

numbers for NO2 emissions from domestic or industrial heating in winter. 

O3 concentrations are reduced by reaction with NO emissions by ships. In January and August the 

mean reduction due to ship emissions on a daily basis is -9.1 µg m-3 and -8.7 µg m-3, respectively. This 

corresponds to -28% in January and -16% in August compared to a situation without ships.  

For NO2, the EU limit value for 24-hour mean concentrations is 200 µg m-3 (European Union, 2008), 

that shall not be exceeded more than 18 times per year. This value is not exceeded in this study. The 

corresponding WHO recommendation is 25 µg m-3 (World Health Organization, 2021). Table 1 shows 

the potential to comply with the WHO recommendation values for NO2 when ship emissions are 

reduced in the future. 
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Table 1: Overview on shipping effect on mean monthly concentration of various chemical substances, modeled 

for the position of Altona-Elbhang. Absolute ship effect is calculated as Δc = c̅with ships − c̅without ships, and 

relative ship effect is calculated as crel = (c̅with ships − c̅without ships)/c̅without ships ∙ 100%. 

Substance Month �̅�𝐰𝐢𝐭𝐡 𝐬𝐡𝐢𝐩𝐬 �̅�𝐰𝐢𝐭𝐡𝐨𝐮𝐭 𝐬𝐡𝐢𝐩𝐬 𝚫𝐜  𝐜𝐫𝐞𝐥  

NO January 14.6 7.0 7.6 109% 

[µg m-3] August 12.4 5.8 6.6 114% 

NO2 January 21.8 12.3 9.5 77% 

[µg m-3] August 27.7 19.2 8.5 44% 

O3 January 23.0 32.1 -9.1 -28% 

[µg m-3] August 46.4 54.7 -8.7 -16% 

 

 

Conclusion 

The Flexplume distribution showed an improved model accuracy, especially for NO close to the 

shipping lanes. The model bias was reduced by up to ~10 µg m-3 NO based on hourly data. The 

modeled NO2 concentrations showed slightly lower statistical accuracy with the new Flexplume 

approach in January, but better results in August. The model results also indicate that the effect of 

the new Flexplume approach mainly affects the harbor area and approximately 2 km around it. Due 

to the lower modeled NO concentrations, the modeled O3 concentrations are up to 20 µg m-3 higher 

in the harbor area than with the Fixplume approach. 

The model improvement for shipping emissions was further shown by analyzing model biases 

depending on the wind direction, showing that for most measurement stations the modeled bias in 

NO and NO2 now lies below 10 µg m-3 when the wind transported air from the harbor area to the 

measurement instrument. This often delivered better results than from other sectors (e.g., when the 

wind blows from traffic or industrial areas). 

The results of this study have strong implications on the chemical feedback and a high relevance for 

compliance with air quality regulations.  
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Abstract 

The urban environment represents an area with particular microclimatic characteristics, due 

to human activities and to the geometry of the buildings. Urbanization processes can alter the 

processes of heat, mass and exchange momentum between the ground and the atmosphere. 

The most important phenomenon is the formation of the so-called heat island (Cancelli et al., 

2006), a limited region above the city with higher temperature with respect to that of the 

surrounding atmosphere. Among the main reason for the formation of the heat island, there 

are the absorption of the solar radiation, which is higher for the materials used in the city 

(concrete, asphalt etc.) with respect to the rural environment, and the reduction of 

phenomena of evaporation and transpiration that, for a surface protected from vegetation, 

counteract the increase of temperature. The positive effects of vegetation on temperature 

and humidity, known as “urban cool island”, are clearly visible during the afternoon and the 

evening, when the evaporative cooling has a greater impact. Despite its positive effect on 

urban microclimate, vegetation can negatively affect the pollutant concentration in urban 

areas. In fact, vegetation can play a dual role. On one side, foliage helps the deposition and 

the absorption of pollutants and on the other side, vegetation can cause an obstruction, 

inhibiting the ventilation in the canyon. Therefore, in the context of urban pollution and 

prevention of the risks on human health, the main goal of the present work is to advance the 

understanding of the effect of the presence of trees on the dispersion of pollutants in an urban 

geometry. To this purpose, the results obtained from an experimental campaign conducted in 

a wind tunnel are compared to the results obtained from RANS two-dimensional numerical 

simulations. The urban geometry considered consists in a street canyon placed perpendicular 

to the wind direction. Three configurations are analysed, namely: no trees, two rows of 

scattered trees and two dense rows of trees.  A source emitting a mixture of ethane and air is 

used to simulate the pollutant and concentration measurements are performed by means of 

a Flame Ionization Detector (FID). 
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The obtained results show how the presence of trees modifies the pollutant concentration 

field (Figure 1). In particular, the configuration without trees results in a nearly two-

dimensional concentration field, while the two configurations with trees present a three-

dimensional field. 

 

Figure 1 – Concentration field at different sections along y direction. Configuration without trees (top) 

and with trees (bottom). The black bar on the ground represents the ethane source, the green dots 

represent the crowns of the trees, and the brown lines represent the trunks. 

 

Furthermore, the results from the computation of the vertical mass transfer velocity (Figure 

2), as defined in (Salizzoni et al., 2009) and (Fellini et al., 2020), did not show any significant 

difference among the configurations analysed, therefore suggesting that the presence of trees 

does not affect the ventilation in the canyon. In the light of these experimental evidences, the 

outputs of simulations are analysed and their reliability in reproducing the processes 

responsible for the ventilation of the canyon is critically discussed. The obtained numerical 

results (Figure 3) are in a good agreement with the experimental campaign conducted in the 

wind tunnel. However, due to the inherent constraints of the RANS approach, they have 

provided only a qualitative behaviour of the concentration field. 
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Figure 2 – Vertical exchange velocity computed for the three different configurations analysed. The 

velocity is normalized with respect to the horizontal velocity at the top of the boundary layer, i.e., 𝑈∞. 

The number of trees 0, 7 and 14 stay for the configurations with no trees, with two rows of scattered 

trees and with two dense rows of trees respectively. 

 

Figure 3 – Profiles of concentration field obtained from numerical simulations compared to 

experiments. Red, orange, and yellow lines represent the different positions along x direction in the 

cavity where the profiles are compared. At the bottom part of the figure, sketch of the section of the 

cavity along the wind direction. The green boxes represent the trees.   
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Abstract 

Experimental  measurements  were  collected  using  a  highly  instrumented  cube  model  (of 
height h = 150 mm) within a canonical cube array to represent an urban canopy layer within 
the EnFlo environmental flow wind tunnel at the University of Surrey. Correlations between 
instantaneous  surface  pressure,  velocity  and  concentration  were  used  to  examine  the 
mechanisms of passive scalar transport within the canopy sublayer (z < 5h).   
 
The instrumented cube featured 500 pressure tappings, simultaneously sampled using ultra‐
low range pressure sensors that had been dynamically calibrated in situ (by means of a novel 
Fourier‐reconstruction technique) and high‐speed wall‐embedded pressure sensors. Velocity 
field measurements collected using a 2D  laser‐Doppler anemometry system and tracer gas 
concentrations measured with a high‐bandwidth fast‐flame ionization detector may then be 
spatially and temporally correlated to the pressure fields around the cube, providing some 
insight  into  the  relative  importance  of  the  advection,  pressure  and  diffusion  terms  in  the 
transport equation. Sensitivity to source location and type will also be examined.   
 
1  Introduction 
 
Urban  air  quality  is  an  area  of  increasing  global  concern,  as  populations  and  population 
densities  increase. Globally, air pollution has now overtaken poor sanitation as the  leading 
environmental cause of premature death (Kelly & Fussell 2015), and prolonged exposure to 
PM2.5  from emissions has been  found  to directly  reduce  life expectancy and  increase  the 
incidence  of  required  medical  interventions  (Pope  et  al.  2009;  Seaton  et  al.  2009).  The 
understanding and modelling of transport phenomena within the complex, buoyant, three‐
dimensional  and  turbulent  urban  canopy  layer  has,  therefore,  received  a  lot  of  recent 
attention.  
 
Wind tunnel measurements remain a very valuable tool in modelling the complexity of passive 
scalar transport within the urban canopy layer; they provide a flexibility and controllability of 
the parametric space unavailable from field studies, and ‐ for more complex cases or those 
with large variations in scales ‐ can be faster and less resource‐intensive than computational 
simulations.  However,  there  remain  a  number  of  serious  challenges  in  the  experimental 
characterisation of dispersion.  
 
First,  to  achieve  reasonable  approximations  of  both  the  Reynolds  number  and  Prandtl 
number, experiments typically must be carried out at very low dimensional velocities. Since 
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high‐resolution surface pressures are required to obtain critical turbulence scaling parameters 
(and  are  likewise  often  used  in  the  flow  to  infer  velocities),  a  dense  array  of  pressure 
transducers with extremely high gain are required. Second, spatially‐resolved measurements 
of  concentration  fields  are  also  required‐  and  all  measurements  need  to  be  collected  at 
sufficient bandwidth to at least resolve the dominant scales within the roughness sublayer. 
The technologies to address these two critical measurement requirements exist, but can be 
too expensive for large arrays (needed for spatial correlations) to be tractable.  
 
A technique has therefore been developed to enable the simultaneous dynamic calibration of 
512  low‐cost,  ultrasensitive  pressure  sensors  enabling  experimental  time‐domain  surface 
pressure measurement over a generic cube‐shaped urban roughness element with a spatial 

resolution of 10  10 measurement points on each exposed face‐ something which, to our 
knowledge, has not yet been demonstrated. With this capability, it then becomes possible to 
explore correlations between surface pressure and concentration, in both time and space.  
 
2  Methodology 
 
Experiments were carried out using the NERC Smart Cube facility‐ a 150 mm cube fitted with 
100 pressure taps logarithmically spaced on each face. Pressure taps were connected to a 512‐
channel Surrey Sensors Ltd. DPS14‐160P pressure scanner array (having a full‐scale range of 
160 Pa and a  sensor bandwidth of 1 kHz), by means of  lengths of 1 mm  ID  silicone hoses 
nominally 1.5 m  long. The Smart Cube  is also  fitted with 20 embedded analogue pressure 
sensors having a full‐scale range of 6.9 kPa and a bandwidth of 150 Hz. Measurements were 
collected in the EnFlo Stratified Atmospheric Wind Tunnel at the University of Surrey, a UK 

national Atmospheric Measurement and Observation Facility, at Re  1.7  104 based on cube 
side  length  (resulting  in a maximum available  total pressure of approximately 2.5 Pa). The 
facility  is  also  equipped  with  2D  and  3D  laser‐Doppler  anemometry  (LDA)  hardware  for 
pointwise  velocity  measurement,  and  fast‐flame  ionization  detectors  (FFID)  for  pointwise 
concentration measurement (with a bandwidth of 200 Hz). 
 
2.1   Dynamic calibration 
 
Since one of the aims of this project is to obtain correlations between surface pressures and 
concentrations,  the  effect  of  the  lengths  of  tubing  on  the  time‐domain  pressure 
measurements from the cube needed to be characterised and compensated for. For this, a 
direct, in situ Fourier‐reconstruction technique was used.  
 
Once the model was installed in the floor of the wind tunnel, a sealed calibration enclosure 
was placed around it (see Figure 1). One side of the enclosure was fitted with a speaker cone, 
so that the actuation of the cone would change the volume of the enclosure, and thereby the 
pressure inside. The enclosure was also equipped with a direct‐reading pressure sensor with 
a  bandwidth  of  less  than  1  kHz.  The  speaker  provided  sinusoidal  pressure  oscillations  of 
approximately 10 Pa  in amplitude, at  frequencies  from 2 Hz  (DC)  to 150 Hz  to  include  the 
bandwidths of  interest. Each pressure channel was compared to  the reference pressure  in 
Fourier space, and a unique frequency‐dependent gain and phase shift obtained.  
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Figure 1: Calibration setup 

 
During measurement, signals were converted to the Fourier domain, the gain and phase shift 
were applied,  and  the  signals were  then  converted back  to  the  time domain.  Surprisingly, 
despite the uniformity of the tubing and the care taken in ensuring identical lengths of tubing, 
variabilities in gain of over 60% were observed. Figure 2 shows the variability in signals before 
and after dynamic calibration. Calibration was also validated using random white‐noise signals 
to ensure that there were no significant nonlinearities.  
 
 

 
Figure 2: Demonstration of dynamic calibration of 500 channels. Top, uncalibrated arbitrary signals; 
bottom, same signals after calibration. Solid black line is high‐bandwidth dynamic reference signal. 
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2.2   Validation 
 
Mean surface pressures from the single cube model were obtained  in different facilities at 

free‐stream  speeds of  3 m/s  and  10 m/s  (corresponding  to Re   2.6   104  and  8.8   104, 
respectively), and compared to the well‐accepted results of Castro & Robins (1997) and the 
field data of Richards et al.  (2001)  from the Silsoe site. Figure 3 compares pressures along 

vertical cross sections over the cube at incidences of 0 and 45, and shows reasonably good 
agreement, noting that the upstream boundary  layer conditions were not necessarily well‐
matched.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Comparison of mean pressure profiles along cube face centrelines at Re ~ 2.6  104 and 8.8 

 104 against data of Castro & Robins (1977) and the Silsoe data of Richards et al. (2001), at 
incidences of 0 (left) and 45 (right). 

 
3. Results 
 
Figure 4 shows a map of the mean pressure coefficients CP over the surface of the cube at an 

incidence of 0 and Re 1.7  104, taking advantage of the high spatial resolution afforded by 
the model. Results are consistent with expectation, showing a maximum CP  1 on the front 
face above the boundary  layer, and CP   ‐0.6  in  the separation region around the  forward 
corners.  

The value of the spatially‐ and temporally‐resolved measurements is demonstrated by Figure 

5, which shows a map of the mean‐square of pressure coefficient fluctuation over the surface. 

Areas of high 𝐶′ଶതതതതതത are apparent on the left side, suggesting that despite the symmetry of the 

mean pressures, the cube was likely to have been slightly out of alignment (yielding an adverse 

pressure gradient over that surface), with higher values in the lower‐speed flow nearer to the 

floor. A horse‐shoe of high   𝐶′ଶതതതതതത  is also apparent on the top surface, corresponding to the 
expected location of flow reattachment, which would be unsteady (and, therefore,  
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Figure 4: Contours of CP over a development of the cube surfaces. Dots denote locations of pressure 

taps. 
 

contributing to high variations). Some isolated spots of high  𝐶′ଶതതതതതത are also evident on the 
front and rear faces of the cube, but these are likely the result of experimental error (leaks in 
the model) and are under investigation. 
 
4. Conclusions and further work 
 
Despite the extremely challenging parametric space,  the Smart Cube  is  returning validated 
surface pressure data resolved in both space and time. A dynamic calibration process based 
on Fourier‐reconstruction has compensated for variations in the second‐order response of the 
tubing, which has been found to be significant despite the care taken in minimizing variations, 
and may be due to wide manufacturing tolerances on the diameter of the tubes themselves. 
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Figure 5: Contours of standard deviation over the cube surface. 

 
 

Simultaneous, time‐domain measurements of surface pressure together with velocity and 
concentration within the flow around the cube in an array are currently underway, and 
further progress will be reported. 
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Abstract  

Fully developed turbulent flows near walls, regardless of their roughness, are commonly studied 

based on the law of the wall originally proposed by Prandtl and von Kármán in the early part of the 

20th century. The derivation of the law of the wall has traditionally been based on theoretical and 

scaling arguments, under which a balance between dissipation and production (negligible advection 

terms) of turbulent kinetic energy and a nearly constant shear stress with distance from the wall are 

assumed in a thin layer of fluid, accommodating about 10% of the boundary layer (i.e., separation of 

scales). One of the hallmarks of this theory is the von Kármán constant (=0.4) valid across many wall-

roughness and boundary layer flow configurations.  In many situations, however, the separation of 

scales required to observe a log-layer is hardly realizable, especially in tall and fully rough canopy 

flows as in submerged aquatic vegetation and urban centres under certain atmospheric conditions. In 

recent years, several spectral- and co-spectral -based theories have revealed a "link" between the 

law of the wall and the energy spectrum of turbulent eddies. This link is exploited here to  derive  

roughness sublayer adjustments to the law of the wall in canopy boundary layers. A simplified co-

spectral model and flow data collected from wind tunnel experiments above a rough canopy are 

used to examine the effect of finite Reynolds number and intermittency on the von Kármán  

constant, from which the scales dominating the law of the wall in the roughness sublayer are 

proposed. 
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1 Introduction 

Understanding flow and dispersion in urban areas is becoming increasingly important due to rapid 

urbanisation and related health and economic issues. One aspect of urban flow and dispersion that is 

still not very well studied is atmospheric stratification, despite the fact that cities very often present 

either stable or convective conditions (see Wood et al., 2010, for example). Wind tunnel simulations 

that include the effects of approaching flow stratification are rare. Only a few studies can be listed, 

since only few facilities worldwide are capable of simulating non-neutral flows and the development 

of the correct experimental methodology is very time-consuming (Marucci at al., 2018). In this work 

we investigate this subject by using an array of rectangular buildings rotated by 45 degrees and 

multiple stable (SBL) and convective boundary layer (CBL) strengths. 

2 Methodology 

The experiments were carried out in the EnFlo meteorological wind tunnel at the University of Surrey. 

Two different sets of Irwin’s spires and roughness elements on the tunnel floor were employed to 

artificially thicken the boundary layer in the stable and convective cases. When stratified boundary 

layers were simulated, a vertical temperature profile was imposed at the inlet section. In the SBL cases 

a negative surface heat flux was generated with floor-cooling panels by means of recirculating water. 

In the CBL cases the floor was heated by means of electrical mats added on top of additional insulating 

panels. The details about the development and optimisation of the experimental techniques were 

reported by Marucci et al. (2018). The urban model was constituted by a regular array of more than 

350 rectangular (H × 2H × H) blocks with equal height and spacing (H = 70 mm). Such configuration 

represents a significant departure from the more studied cube array, introducing a geometrical 

asymmetry which makes it more typical of street canyons in real urban regions (Castro et al., 2017), 

but at the same time remaining an organised and regular geometry. All the experiments reported here 

were performed using a wind direction of 45 degrees. Temperatures and two components of velocity 

were measured simultaneously using, respectively, a fast-response cold-wire probe (CW) and a laser 

Doppler anemometer (LDA). Tracer concentrations, as well as mass fluxes, were measured using a fast 

flame ionisation detector (FFID). 

3 Results 

The level of stability of the approaching flow is here labelled with the bulk Richardson number, 

estimated as 𝑅𝑖𝑎𝑝𝑝 = 𝑔(�̅�𝛿 − 𝜃0)𝛿 (𝜃0�̅�𝛿
2)⁄ , where g is the gravity acceleration, δ the boundary layer 

depth, 𝜃0 is the temperature at z = 2 mm (approximately equivalent to the aerodynamic roughness 

length). Six stratification levels were considered, corresponding to Riapp 0.29, 0.21, 0.14, 0, -0.5 and -

1.5. The reference neutral case was repeated with the SBL and CBL setup. For all the cases, a horizontal 

scan of the plume was performed at two heights inside and above the canopy (z/H = 0.5 and 1.5, 

respectively), as well as vertical scans along the centreline of the plume. 
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 CBL SBL 

𝑅𝑖𝛿
𝑎𝑝𝑝

 -1.5 -0.5 0 0 0.14 0.21 0.29 

𝑈𝑟𝑒𝑓  (m/s) 1.0 1.25 1.25 1.25 1.25 1.25 1.15 

𝑢∗/𝑈𝑟𝑒𝑓 0.118 0.105 0.081 0.078 0.063 0.061 0.059 

𝑧0 (mm) 6.2 6.3 4.0 3.4 2.5 2.6 2.9 

𝑑 (mm) 21 23 51 52 53 54 55 

𝑅𝑖𝐻 -0.19 -0.15 0 0 0.10 0.19 0.28 

Table 1 – Urban array cases parameters at wind direction 45 degrees. 

Table 1 summarises some important parameters. The friction velocity (u*), aerodynamic roughness 

length (z0) and displacement height (d) are measured, as described in Marucci et al. (2018), from a 

fitting of the roughness sub- layer region over the array, found here to happen in the range z/H = 2 ÷ 

4. All of these quantities show a dependency from the stratification. Finally also a Richardson number 

RiH measured over the array is shown, in which the reference height and velocity are the building height 

and the averaged velocity measured at this height, while the temperature difference is the difference 

between the averaged values measured at roof height and a reference sampled at 10 mm in the 

canopy. 

 

Figure 1 – Planar view of mean horizontal velocity vectors inside and above the canopy for SBL and NBL 

and wind 45 degrees. Black arrow is free-stream wind direction while the yellow star is the location of 

the pollutant source.  

Figure 1 shows the vectors of horizontal velocity for a neutral and stable case. No effects on the 

channelling inside the streets are experienced by the flow, while the module of the velocity appears 

generally reduced by stratification. At a height of 1.5H the flow is already aligned with the free stream,  
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both in the NBL and in SBL case. In Figure 2 the horizontal contour plots of the non-dimensional mean 

concentration inside the canopy for SBL, NBL and CBL are presented. At z/H = 0.5 inside the canopy 

the axis of the plume is not affected by the stable stratification (being deviated of about 15 degrees 

for both SBL and NBL). Differently, in the CBL such angle is increased to 18 degrees). Above the canopy 

at z/H = 1.5 both the non-neutral stratification cases show an increment of about 2 degrees in the 

angle respect to the neutral case. The concentrations appear increased by the application of the stable 

stratification and reduced by the convective one, effects which become more and more evident farther 

from the source.  

 

Figure 2 - Contour plots of non-dimensional mean concentration for different level of stability at z/H = 

0.5 (a-c) and z/H = 1.5 (d-f). 𝑅𝑖𝛿
𝑎𝑝𝑝

= 0.21 (a, d),  𝑅𝑖𝛿
𝑎𝑝𝑝

= 0 (b, c), 𝑅𝑖𝛿
𝑎𝑝𝑝

= −1.5 (c, f).Yellow line is 

free-stream wind direction, yellow star is the ground source location, black line is the estimated plume 

axis. For brevity only the reference neutral case measured with the SBL setup is shown in (b,e). Q is the 

pollutant tracer flow rate from the source.  

 

Figure 3 - Vertical profiles of non-dimensional mean concentration (a), turbulent (b) and mean (c) 

vertical pollutant fluxes for different level of stability at the centre of an intersection (x/H = 1, y/H = −6). 

For brevity only the reference neutral case measured with the CBL setup is shown. 

a) b) c)

d) e) f)

𝑅𝑖𝛿
𝑎𝑝𝑝

’ ’a) b) c)
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Figure 3 shows vertical profiles of mean concentration at the centre of an intersection 6H far from the 

source. The concentrations within the canopy are doubled for the strongest SBL, compared to the 

reference NBL, and one half for the CBL. The plume height is affected as well, with a reduction of 20% 

for the SBL (independently from the intensity) and an increment of the same amount for the CBL. Such 

profiles were fitted with a Gaussian curve to find the 𝜎𝑧 coefficient representative of the plume height. 

The same was done for the lateral profiles perpendicular to the plume axis (extrapolated from the 

contour graphs of Figure 2) to find 𝜎ℎ, representative of the plume width. Very small stratification 

effects were found on 𝜎ℎ, compared to the effects experienced by 𝜎𝑧, which was up to 40% lower in 

the most stable case and up to 150% larger in the most unstable, compared to the reference neutral. 

This is in agreement with what observed by Briggs (1973) in field experiments over urban roughness. 

On the contrary, Kanda & Yamao (2016) found an opposite behaviour, with the plume height almost 

unaffected and the width sensibly reduced by the application of stable stratification. They were not 

able to explain such a peculiar behaviour.  

In Figure 3 also the vertical fluxes at the centre of an intersection are shown. Inside the canopy the 

fluxes are strongly dependent on the location, hence a generalization is difficult. Nevertheless, it can 

be noted that at least at the centre of the intersection the turbulent component is negligible, while at 

the roof level it becomes roughly equivalent to the mean flux for all the stratification conditions. Above 

the canopy the turbulent flux is then predominant. The latter appears to scale with the vertical mean 

concentration gradient in all the stability cases investigated, as already found for the NBL by 

Carpentieri et al. (2012).  

 4 Conclusions 

An extensive wind tunnel experimental campaign was conducted in order to investigate the effect of 

thermal stratification on flow and dispersion in an urban array. From the regular array of rectangular 

building case with wind direction 45◦ it can be concluded that in both SBLs and CBLs the plume width 

and axis are only slightly modified by the applied stratification. Differently, the plume height as well as 

the mean concentration values are clearly affected in a specular way. In SBL the vertical displacement 

is reduced, and the pollutant is trapped close to the canopy more than doubling the concentration 

level and reducing the plume height. In CBL, instead, the opposite behaviour was found, with lower 

concentration (up to three times respect to NBL) and taller plumes. A deeper analysis and discussion 

of the results can be found in Marucci & Carpentieri (2020a and2020b). The produced dataset 

represents valuable validation cases for models and CFD simulations.  
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Abstract 

Wind-tunnel measurements to study the effectiveness of natural ventilation for different window 

arrangements were performed. Decay of indoor pollutants, wind-driven alone and with the addition 

of buoyancy, was tested within a room placed in a. realistic urban configuration. Different cross-

ventilation single-sided ventilation arrangements were investigated using tracer concentration 

measurements.  

The results from this study displayed a clear influence of wind direction on the calculated decay 

constants. It was found that for the cross-ventilation cases and the single-sided ‘front open’ case, 45° 

and 90° provided the best ventilation, whereas, for the single-sided ‘back open’ case, the best 

ventilation was at 0°. In general, the ‘back open’ case was the least ventilated exhibiting the highest 

steady-state concentrations and lowest decay constants. The ‘all windows open’ case showed the 

lowest steady- state concentrations and best decay at each wind direction. The addition of buoyancy 

showed minimal change which was attributed to the position of the openings being at the same 

height. It was shown by the temperature stratification within the room that displacement was 

prevalent during these cases, while the wind-driven cases leaned towards mixing.  
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Abstract 

The paper introduces a model enabling to predict a situation after a gas leakage. The model predicts 

both, the situation after the long and short gas leakage. It is under development and currently two 

versions of the model exist.  

Both versions of the model utilize a sub-model enabling to recalculate the concentrations predicted 

for the continuous source into those valid for the short-term leakages. This sub-model was 

developed using data from wind tunnel modeling and has two modes – for an urban area or for a 

rural region. 

The difference in the versions is in the prediction of the concentrations valid for a continuous 

leakage. The first version utilizes a simple Gaussian model based on the Industrial Source Complex 

model (ISC2) developed by U.S. Environmental Protection Agency (EPA). The second version of the 

model uses a simple mass-consistent model to estimate all the inputs needed by a lagrangian model, 

which is then utilized to predict the dispersion of the concentration in the exposed area. 

The paper introduces both versions of the model and shows their results compared to wind tunnel 

data. Standard validation procedures were used – e.g., fractions within a factor of two, fractional 

bias. 
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Abstract 

In the study of urban flows, idealized urban morphologies are usually used to investigate the basic flow 

characteristics and to develop flow parameterizations in the urban canopy layer. However, how these 

urban-like morphologies affect the flow statistics in the atmospheric boundary layer flows above is 

currently less well understood. In this study, in order to understand these impacts, a set of large-scale 

large-eddy simulations are performed to simulate the fully-developed atmospheric boundary layer 

flows over a flat surface, two-dimensional street canyons, uniform and non-uniform heightened 

building block (aligned and staggered) arrays, and a realistic urban morphology in neutral thermal 

conditions. The overall flow and turbulence characteristics of the different cases will be first compared 

and the differences in the turbulence production patterns will be discussed. After that, the time-and 

horizontally-space-averaged profiles of the mean wind and turbulence statistics will be calculated to 

identify the similarities and differences in the different profiles among the various test cases. Lastly, 

based on the mean profiles of the Prandtl’s mixing length, new insights will be provided on how to 

parametrize the turbulent shear stress in the roughness and inertial sublayers over the urban-like 

surfaces. 

Introduction  

The characterizations of flows in the roughness sublayer (RSL) and the inertial sublayers (ISL) of the 

atmospheric boundary layer over urban surfaces are important for weather forecasting and for air 

quality predictions. Due to the drag exerted by the individual buildings on the wind flows, the velocity 

distribution in the RSL is generally spatially heterogeneous and characterized by flow recirculations 

and building wakes. Over the years, a large number of studies have been conducted to understand the 

flow and scalar transport in the RSL over urban surfaces (see Barlow 2009). In particular, different 

urban canopy models (UCMs) have been proposed to predict the time-and horizontally space-averaged 

wind profiles within and above idealized urban canopies (Nazarian et al. 2020, Cheng and Porté-Agel 

2021). Currently, more results for realistic urban canopies and a better understanding of the depth of 

RSL above urban surfaces are still needed.  

Above the RSL in the ISL, the flow is homogeneous and, in neutral conditions, the time-averaged wind 

profile is expected to be described by the logarithmic profile as 

                                                                          
〈�̅�(𝑧)〉

𝑢∗
=

1

𝜅
𝑙𝑛 (

𝑧−𝑑

𝑧0
)                                                            [1] 

where 〈�̅�〉  is the time-and horizontally-space-averaged streamwise velocity component, 𝑢∗  is the 

friction velocity, 𝑧 is the height, 𝑑 is the zero-plane displacement, 𝑧0 and the aerodynamic roughness 

length, and 𝜅 is the von Karman constant. In the literature, different models have been proposed to 

predict the parametric dependence of 𝑧0 and 𝑑 over different urban morphologies (Kanda et al. 2013, 

Zhu et al. 2017). However, accurately identifying the ISL over urban surfaces remains challenging. The 

computational fluid dynamics method large-eddy simulation (LES), which can resolve the detailed 
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spatial and temporal distributions of turbulent flows has been a popular and useful tool to study the 

urban ISL and RSL flow characteristics to complement experimental measurement data. However, to 

simulate a deep urban boundary layer with explicit-resolved buildings at the ground is still computing 

resource-demanding. This has caused difficulty in the investigations of the ISL dynamics as a deep 

boundary layer and a large computational domain are essential to accurately reproduce the ISL flow 

over urban surfaces. In this study, by performing large-scale LESs of urban boundary layer flows with 

explicitly-resolved building morphologies for different representative urban surfaces, the 

characteristics of the ISL and RSL over different urban surfaces are investigated. 

LES setups 

The open-source CFD code OpenFOAM is used to perform the LESs in this study. A total of seven LES 

cases of turbulent boundary layer flow over (1) a flat surface, (2) a 2D street canyon, (3) a uniform 

array of cubes, (4) a uniform staggered array of cubes, (5) a non-uniform height aligned array of 

building blocks, (6) a non-uniform height staggered array of building blocks, and (7) a realistic urban 

surface are considered (Figure 1). The sizes of the LES domains and the grid resolutions are shown in 

Table 1. Periodic boundary conditions are used in the horizontal directions with a uniform driving force 

prescribed in the x direction. A wall boundary condition based on a wall function for rough surfaces is 

used for all the ground and building surfaces. Symmetry boundary conditions are used at the top 

surface. The one k-equation subgrid-scale (SGS) model is used to parametrize the SGS stresses. Flow 

statistics are collected after the flows achieve the quasi-static state. 

   
 

 

Figure 1. LES domains for the different cases. 

The plan area fractions (𝛬𝑝) of the different surfaces are provided in Figure 2. For 2D canyon, the 

typical setting of building width equal to street width is used, which corresponds to 𝛬𝑝 = 0.5 within 

the canopy. For both uniform and non-uniform aligned and staggered arrays of building blocks, typical 

ground-level values of 𝛬𝑝 = 0.25  are used. For the cases of non-uniform building heights, two 

different building heights are considered. For the realistic urban surface, the urban morphology is 

obtained using the building map data of Shenzhen, China. the value of 𝛬𝑝 is found to be smaller than 

the other cases. 
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Table 1. LES domain sizes (L𝑥 × L𝑦 × L𝑧) and cell sizes (Δx × Δy × Δz) for the different cases. 

Case Geometry  L𝑥 × L𝑦 × L𝑧 Δx × Δy × Δz Total cell 
numbers 

1 Flat Surface 4000m×2000m×1000m 10m× 10m × 10m 8,140,701 

2 2D Canyon 40h×20h×12h h /12× ℎ/12 × ℎ/10 13,496,241 

3 Uniform Aligned Array 40h×20h×12h h /12 × ℎ/12 × ℎ/12 16,518,145 

4 Uniform Staggered Array 40h×20h×12h h /12 × ℎ/12 × ℎ/12 16,516,825 

5 Non-uniform Aligned 
Array 

40h×20h×12h h /12 × ℎ/12 × ℎ/12 16,533,633 

6 Non-uniform Staggered 
Array 

40h×20h×12h h /12 × ℎ/1ℎ × ℎ/12 16,532,401 

7 Realistic Urban surface 3430m×1720m×1000m 6.6m× 6.6m × 8.3m 16,385,050 

 

 

Figure 2. Vertical profiles of the plan area fractions (𝛬𝑝) for the urban surfaces. 

Results  

Figure 3 shows the vertical contours of the mean streamwise velocity component (�̅�) at the selected 

plane for the different cases. Obvious differences in the magnitudes of �̅�/𝑢∗ among different cases are 

found. In particular, a large value of �̅�(𝑧 = 𝛿)/𝑢∗ ≈ 25 is found in the 2D canyon cases, which is even 

larger than that found in the flat surface case. This is followed by the uniform aligned array and realistic 

urban cases with �̅�(𝑧 = 𝛿)/𝑢∗ ≈ 16 . In comparison, for the uniform staggered array and the two non-

uniform arrays cases, the values of �̅�(𝑧 = 𝛿)/𝑢∗ in the free-stream region are about 10. These results 

indicate that the considered 2D canyon surface with Λp = 0.5 is relatively smooth and only exerts a 

small drag on the flow compared with the other considered urban morphologies. In comparison, non-

uniform building height and staggered array arrangement of buildings are found to exert larger drags 

on the flows. For the realistic urban geometry, the relatively low drag exerted by the surface compared 

to the building block array is believed to be due to the lower building density in the realistic urban case 

(Figure 2). 
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Figure 3. Vertical contours of normalized mean streamwsie velocity component �̅�/𝑢∗ at the selected 

plane for the different cases. 

The heterogeneous of �̅� just above the ground or urban surface in the different cases is also shown in 

Figure 3. As expected, the highest heterogeneity of flow is found in the realistic urban surface cases 

due to the irregular building morphology. The non-uniform building array cases also show 

heterogeneity in �̅�  at the region just above buildings. In comparison, for the 2D canyon and the 

uniform aligned array cases, the heterogeneous of �̅� is not obviously observed at the above-canopy 

region in the contour plots. 

Figure 4 shows the vertical profiles of the time-and horizontally-averaged 〈�̅�〉 and turbulent shear 

stress 〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉 in the different cases. Consistent with the results in Figure 3. A large magnitude of 〈�̅�〉 is 

found in the boundary layer for the 2D canyon case, which is even larger than the reference case of a 

flat surface. For the realistic urban surface, higher wind speed is found within the urban canopy (z/δ <

~0.1) than in the cases of building block arrays. This is due to the smaller 𝛬𝑝 in the realistic urban 

geometry case. For the 〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉 profiles, it is found that a peak magnitude of 〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉 is found at the 

building roof level for the street canyon and the two uniform building array cases. For the non-uniform 

building cases,  〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉 is found to be peaked at the roof level of the taller buildings. For the realistic 

urban geometry cases, 〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉 is found to be peaked at about 𝑧/𝛿 ~ 0.1. More discussions on the flow 

characteristics in the ISL and RSL flows will be given in the presentation.   
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Figure 4. Vertical profiles of the normalized time-and horizontally-averaged streamwise velocity 

component 〈�̅�〉/𝑢∗ and turbulent shear stress 〈𝑢′𝑤′̅̅ ̅̅ ̅̅ 〉/𝑢∗
2 for the different cases. 
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Internal boundary layer depths along the inflow domain for the simplified arrays, for neutral (pitched roof) 
and Stratified (flat and pitched roofs) inflow conditions, normalised by the local building's streamwise 
extent. Data is spatially averaged across each row, beginning at the front of the first building and averaged 
across the span and 2H in the streamwise direction. 
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Abstract 

Arrays of buildings with pitched roofs are common in urban and suburban areas of European cities. 

Large eddy simulations were performed to predict the flows over flat and pitched-roof cuboids to 

gain a greater understanding of the impact of pitched roofs on urban boundary layers. The simulation 

methodology was validated for an array of flat roof cuboids. Comparisons of turbulent and surface 

pressure statistics, and dispersive stresses, were carried out between flat and pitched roof cuboid 

arrays at two different packing densities, 17% and 33%. It is concluded that the interactions between 

pitched-roof buildings and their effect on the urban boundary layer are considerably different to 

those of flat-roof buildings. The pitched roofs at packing density 33% lead to significant changes in 

the mean flow field, the Reynolds stresses, and the aerodynamic drag. Further work investigated the 

effects of turbulence level and atmospheric thermal stratification in the approaching flow. 

Importantly, it was shown that in comparison to a flat-roof array, the pitched-roof one at a packing 

density 33% evidently increases the friction velocity and greatly reduces the effects of stable 

stratification condition and inflow turbulence level. The pitched roof greatly affects the Inetnal 

boundary layer growth and it’s eventual height. 
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Abstract 

The greening of cities is one of the most encouraged mitigation strategies to face the urban heat 
island phenomenon, as vegetation increases the evapotranspiration and the shading. Moreover, 
trees enhance the pollutant deposition rate thanks to their large surface area. However, few studies 
on the impact of tree planting on the natural ventilation and dispersion mechanisms inside urban 
street canyons are available.  
 
In this framework, we present the results of an experimental campaign carried out in the wind tunnel 
of École Centrale de Lyon, in France (figure 1a). The study was aimed at understanding how the 
presence and the density of trees affect the flow field inside a street canyon, and if they hinder the 
air exchange with the external atmosphere. Concentration, velocity, and combined concentration 
and velocity measurements have been performed inside a street canyon, without street 
intersections, oriented perpendicular to the wind direction, inserted in an urban network reproduced 
inside the test section of the wind tunnel. The vehicular pollution has been simulated by a linear 
source of ethane, which behaves as a passive scalar. The aerodynamic behavior of trees has been 
reproduced by inserting plastic miniatures of trees along the two long sides of the canyon, using 
three different tree density configurations: absence of trees inside the canyon, two low density tree 
rows, and two high density tree rows (figure 1b).  
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The measurements of the mean concentration field reveal that the presence of trees determines the 
transition from a two-dimensional concertation field to a three-dimensional one. Indeed, the 
concentration is homogeneous along the longitudinal direction of the empty canyon while, when 
trees are inserted, the concentration field becomes heterogeneous, with areas of accumulation of 
pollutant and areas of low concentration. However, the bulk vertical exchange velocity is almost 
constant varying the tree density. To unveil the reasons for this, we have investigated the structure 
of the velocity field within the canyon by performing velocity measurements with the LDA (Laser 
Doppler Anemometer), and we have evaluated turbulent mass fluxes using the LDA coupled with the 
FID (Flame Ionization Detector). 
 
From the velocity measurements, we find that the mass transfer inside the canyon is governed by 
recirculating cells transporting the pollutant from the downwind wall to the upwind wall, and they 
are not weakened by the presence of trees. Moreover, we find that the presence of trees 
homogenizes the mean vertical velocity, and it decreases the turbulent kinetic energy. Turbulent  

Figure 1: (a) Scheme of the wind tunnel (left): 1 test section; 2 heat exchanger system; 3 fan; 4 diverging system; 5 
converging system and generating turbulence grid. Street network simulated inside the test section (right). (b) Plastic 
miniatures of trees placed inside the model street canyon (left). Tree density configurations (right): Zero configuration, Half 
configuration, Full configuration. 
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mass fluxes have been evaluated both inside the canyon and at the rooftop. It is found that inside the 
empty canyon the turbulent mass fluxes are strongly homogeneous and negative, while they are 
almost negligible in the case with trees. A quadrant analysis of the turbulent mass fluxes at the 
rooftop reveals that the ventilation of the canyon is dominated by the entrance of clean air, and its 
local contribution to the total turbulent mass flux is homogeneous along the canyon, with and 
without vegetation. 
 
The statistical analysis of concentration time series measured in different spatial points inside the 
canyon reveals that the dispersion phenomenon can be entirely modeled with a Gamma distribution, 
even if the Lognormal and the Weibull 2p distributions perform a good fitting as well, and that the 
extreme concentration events are governed by an exponential law.  
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Abstract 

The wake effect caused by high-rise buildings could have a strong influence on the boundary layer 

and result in a strong impact on the turbulence associated with street canyon flows. A wind tunnel 

experiment was performed to investigate this, focusing on a realistic street canyon configuration 

embedded in a realistic urban fabric. A morphographic scale model of the centre of Nantes, France, 

at the scale of 1:200 was used, in which the Rue de Strasbourg was the investigated canyon and the 

nearby cathedral was identified as the local tall building. To complement this investigation, additional 

experiments were performed by replacing the cathedral with a block building as a comparison. 

Stereoscopic PIV was set up to capture the vertical plane at the centre of the street canyon for 

turbulence statistics. The wake caused by the cathedral affects all the flow statistics, such as the 

mean velocities, the Reynolds stresses, and the velocity skewnesses within the shear layer. The 

cathedral wake was also found to reduce the vertical exchanges at roof level. Finally, strong spanwise 

velocities at the pedestrian level were also observed, as a result of the complex morphology of the 

surrounding building layout and the presence of nearby intersections.  

Introduction 

With the growth of the global economy, the number of designs and constructions of tall buildings in 

the coming years has increased progressively. A single tall building or a cluster of tall buildings within 

a low-rise neighbourhood could bring multiple unexpected influences on urban climates, such as 

strong gusts at the pedestrian level (Tominaga & Shirzadi, 2021), poor pollutant dispersion and 

ventilation in street canyons (Yuan et al., 2014).  

Previous in-situ, experimental, or computational studies of urban boundary layers and street canyons 

focused on flow turbulence, or pollutant dispersion using idealized homogeneous roughness 

elements such as bars or cubes (Bottema, 1996; Inagaki & Kanda, 2008; Salizzoni et al., 2011; 

Blackman et al., 2015; Basley et al., 2019; Jaroslawski et al., 2019). Basley et al. (2019) stated that the 

flow characteristics in the inertial layer, such as coherent structures and vortices, show 

independence from the wall configuration, in agreement with the smooth-wall situation (Castro et 

al., 2013; Squire et al., 2016) and the roughness sublayer could be penetrated by large-scale motions 

of the overlaying boundary layer if the packing density, which is defined by the ratio of the plan area 

of the obstacles to the total plan area, is below a certain threshold.  Some studies used idealized 

heterogeneous roughness such as bars and cubes whose heights followed a normal distribution 

(Cheng & Castro, 2002; Goulart et al., 2019) or examined different element spacings (Choi et al., 

2020; Cheng et al., 2021), or focused on the effects of the different roof shapes (Schultz et al., 2007) 

and orientation of the buildings in roughness (Yang & Meneveau, 2016). Although Cheng & Castro 

(2002) found that the upper limit of the inertial sublayer over a homogeneous roughness 

arrangement is almost identical to that over inhomogeneous roughness, while the roughness 

sublayer is much thinner and the friction velocity and roughness length are significantly smaller for 
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the latter case, studies of heterogenous simplified arrays seldom focused on the influence on the 

downstream boundary layer (Cheng et al., 2021).  

Furthermore, tall buildings, in accordance with their definition, are extreme outliers to the height 

distribution of the upstream roughness and, hence, cannot simply be represented by the normal 

distribution. Tall buildings protrude across the roughness sublayer which extends two or three times 

the mean building height above the underlying roughness (Cheng & Castro, 2002). Karman vortices, 

horseshoe vortices, and tip vortices are generated around and downstream of a wall-mounted finite 

cylinder with a high aspect ratio ARw = hcylinder/dcylinder (Roh & Park, 2003), and can noticeably influence 

the downstream boundary layer over the relatively low-height surrounding roughness. The effects of 

tall buildings have been, therefore, studied either in idealized roughness arrays (Brixey et al., 2009; 

Heist et al., 2009; Fuka et al., 2018) or morphological models (Rotach et al., 2005; Ng et al., 2011; 

Salizzoni et al., 2011b; Cheng et al., 2021; Hertwig et al., 2019, 2021). Cheng et al. (2021) divided the 

urban roughness sublayer into two layers and found that the upper layer, which is governed by tall 

buildings, has larger dispersive stress and smaller drag than the lower layer which contains more 

dense and shorter buildings. The incoming flow, influenced by the upstream low-rise canopy, strikes 

the tall building to generate a rooftop shear layer and the tall building's wake changes the near-wake 

dynamics by interacting with the downstream low-rise canopy (Lim et al., 2022). The wake caused by 

a tall building, therefore, could have a strong and long-distance effect on the flow and scalar field of 

the low-rise surrounding urban terrain and the downstream urban boundary layer (Hertwig et al., 

2021).  

Grimmond & Oke (1999) suggested categorizing street canyon flows into three different regimes;  

isolated, wake interference, and skimming, based on the building plan area density and showed that 

the canyon aspect ratio ARc = wcanyon/hcanyon has a large influence on street canyon flow. Studies have 

examined the effect of varying the geometry (2D or 3D) of the roughness elements on the boundary 

layer flow (Michioka & Sato, 2012; Takimoto et al., 2013) and have found that the friction velocity 

and shear stress increase from 2D to 3D configurations throughout the boundary layer. More 

detailed studies regarding both 2D and 3D arrays falling within both the skimming flow regime and 

the wake interference regime were studied by Blackman et al. (2015) and Jaroslawski et al. (2019), 

who found that the mean streamwise velocity is higher in skimming flow regime than in the wake 

interference regime, whilst the 2D configurations of upstream roughness yield a larger streamwise 

velocity than in 3D with same plan area density λp. They also suggested that a higher level of vertical 

ventilation at the roof level and larger shear stresses appear with a higher ARc. 

The same test model of the Rue de Strasbourg in Nantes, was studied in a series of experiments, 

either in-situ (Mestayer et al., 1999; Berkowicz et al., 2002; Louka et al., 2002; Vachon et al., 2002) or 

in wind tunnels (Kastner-Klein et al., 2004; Kastner-Klein & Rotach, 2004) to understand the 

turbulence and pollutant dispersion mechanism within and above the canyon considering different 

factors. The thermal effects caused by solar heating (Mestayer et al., 1999; Louka et al., 2002) 

provided insights into their influence on the pollutant concentration and wind turbulence within the 

street canyon and were compared with a Reynolds Averaged Navier Stokes (RANS) model that 

incorporated a k-ε turbulence closure named CHENSI (Sini et al., 1996). The CHENSI simulations 

showed two counter-rotating vortices and a small eddy at the bottom of the leeward wall which was 

thought to be an overestimation in comparison with the field experiment, probably due to the 

potential error in its wall function and the limitation of the 2D simulation. The traffic-induced 
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turbulence and pollutant dispersion were studied (Berkowicz et al., 2002; Vachon et al., 2002) in 

comparison with the Danish Operational Street Pollution Model (OSPM) (Berkowicz, 2000) and Micro 

Scale Air Pollution Model (MISKAM) (Eichhorn, 1996). The dependence of pollutants concentration 

on the wind speed was found to be less obvious on the leeward side and MISKAM was shown to be in 

better agreement with the field experiment than the OSPM model by considering the initial mixing of 

vehicle exhausting at a lower height of 2 m. The wind tunnel experiments (Kastner-Klein et al., 2004; 

Kastner-Klein & Rotach, 2004) used the same morphographic model as this present research while 

measuring with Laser Doppler Velocimetry (LDA) and placing the cathedral downstream of the street 

canyon. Mean streamwise velocities and shear stresses were fitted within the overlying boundary 

layer through parameterization of length scales and friction velocities. 

All these studies focusing on the effect of upstream roughness and boundary layer on the street 

canyon used homogeneous arrays while, as illustrated above, the rarely investigated heterogeneous 

terrain and, especially, the presence of a tall building would noticeably change the boundary layer 

characteristics and, therefore, would strongly influence the flow and scalar field of street canyons. 

However, such a topic lacks abundant studies and so this aspect is the focus of the present paper. 

Experiment details 

The experiments were conducted in the open circuit atmospheric boundary layer wind tunnel in the 

LHEEA at Ecole Centrale de Nantes, which has test section dimensions of 24 m (length) × 2 m (width) 

× 2 m (height) and a 5:1 ratio inlet contraction. To initiate the boundary layer, five vertical tapered 

spires of 800 mm in height and 134 mm in width were located at the intersection of the end of the 

contraction and the test section, followed by a 200 mm high solid fence across the working section 

downstream of the inlet and then a 19 m fetch of staggered cube roughness elements with height h1 

= 50 mm and a plan area density λp1 = 25 %. A 1:200 scaled morphographic model part of the city of 

Nantes, France, centred around the rue de Strasbourg, in which the cathedral was identified as the 

local tall building was placed downstream of the cubic array. The model has an upstream plan area 

density λp2 = 44 % and an overall average ridge height of approximately 100 mm (Petra Kastner-Klein 

& Rotach, 2004). In another experiment, the cathedral was replaced by a 200 mm × 200mm × 

100mm rectangular block, named as 1-block configuration for comparison purposes. The width of the 

street canyon is 73 mm, and the upstream building ridge height h2 equals 116 mm while the 

downstream ridge height is 114.5 mm. The distinction between the height of the upstream 

roughness and the street canyon is due to the different terrain categories of suburban areas and city 

centre.  

A Dantec particle image velocimetry (PIV) system was utilized to measure the 3-component velocity 

field in the vertical plane at the centre of the street canyon. LaVision Laskin-Nozzle aerosol generator 

was used to seed the flow with olive oil aerosol with a mean droplet diameter of 1 um. A Litron 

double cavity Nd-YAG laser (2 × 200 mJ) was mounted on the ceiling of the wind tunnel to generate a 

laser light sheet. Two 2048 x 2048 CCD cameras with 105 mm objective lenses were installed under 

the wind tunnel floor and used for stereoscopic PIV to record pairs of images at a frequency of 7.4 Hz 

between pairs of pulses and a time-step of 300 μs between two images of the same pair, as shown in 

Fig.1. The synchronization of the cameras and laser was controlled using Dantec Dynamic Studio 

software, which was also used to perform the PIV analysis on the recorded images. 10,000 pairs of 

images were recorded for each flow configuration and the multi-pass cross-correlation PIV 

processing resulted in a final interrogation window size of 32 × 32 pixels with an overlap of 50 %. For 
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all the configurations, the final spatial resolution was 1.6 and 3.2 mm in the longitudinal and vertical 

directions, respectively.  

  

Fig 1. Left: The morphological model in the wind tunnel; Right: Stereoscopic PIV set-up 

All the experiments were performed with the same free-stream velocity of Ue = 5.8 m s−1 measured 

with a pitot-static tube located 1.5 m above the wind tunnel floor and the centreline of the tunnel in 

the test section, without the model. The Reynolds number, based on upstream roughness height, of 

Reh1
=

h1u*

v
=1.2 × 10

3  was computed and the oncoming boundary layer parameters and scaling factors 

are shown in Table 1.  

Table 1. Oncoming boundary layer characteristics (Blackman et al., 2018) 

 Ue (m s-1)  u*/Ue h1 (m) δ (m) Reh1
(u*) Reδ(u*) d/h1 z0/h1 

∂P

∂x
(Pa m-1) 

Cathedral 
/ 1-block 

5.8 0.07 0.05 0.975 1.2 ×103 2.4 ×104 0.64 0.08 - 0.37 

 

Results  

Contours of temporally averaged components are presented below for a comparison between the 

scenario with the cathedral or with the replaced block in the upstream direction. Fig. 2 shows the 

magnitude of streamwise, vertical, and longitudinal velocity distributions by sequence. The 

streamwise velocity component over the canyon is noticeably smaller if the cathedral is upstream 

which could be explained by the fact that the induced wake downstream the cathedral is more 

turbulent than the overlying boundary layer flow for the 1-block configuration. This could also be 

observed in the vertical velocity component contour since the zone at z/h2 = 2 shows larger 

magnitudes than the surroundings, which indicates some lifting effects in the observed region. In the 

near-wall region, the vertical component shows a general pattern, such that the most negative 

region is near the downstream wall and the most positive region is near the upstream wall, while the 

magnitude of the latter is larger than the former. Spanwise velocities were usually regarded as 

negligible in long symmetrical street canyon models, while a strong spanwise effect was observed at 

the upstream lower corner within the canyon in this presenting morphological model. This might 
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primarily be induced by the intersections that separated the street canyon into multiple short 

sections and partly be caused by the asymmetric wake generated by the upstream building since it is 

not situated perpendicular to the street canyon but at an angle of around 20° to the streamwise 

direction.  

      
Fig 2. Comparison of contours of velocity components (Left: cathedral; Right: 1-block) 

      
Fig 3. Comparison of contours of velocity standard deviations (Left: cathedral; Right: 1-block) 

As shown in Fig 3. for the case of the cathedral, the standard deviations of velocity components in 

the overlying boundary layer are clearly larger while those within the shear layer are visibly smaller 

for the 1-block configuration. This could be explained by the wake induced by the cathedral and a 

relatively smaller streamwise velocity at the leading edge of the upstream canyon obstacle, 

respectively. Similar patterns in the streamwise and vertical components within the canyon are 

observed in both configurations, while those in the 1-block configuration show a slightly larger 

magnitude and spatial extent. The standard deviation of the vertical velocity component shows 
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extremely distinct patterns since the regions with maximum magnitudes are at different canyon 

corners at the pedestrian level. 

      
Fig 4. Comparison of contours of Reynolds stresses (Left: cathedral; Right: 1-block) 

Reynolds stresses (Fig 4.), interpreted as momentum fluxes, could bring insights into turbulent kinetic 

energy (TKE) production. Within the shear layer caused by the upstream canyon leading-edge, - u'w'̅̅ ̅̅ ̅ 

and - u'v'̅̅ ̅̅  are positive but the - v'w'̅̅ ̅̅ ̅̅  is negative. The - u'w'̅̅ ̅̅ ̅ between z/h2 = 2 and 3, and - v'w'̅̅ ̅̅ ̅ between 

z/h2 = 1.5 and 2.5 over the canyon in the cathedral configuration show a large positive value, but the 

- u'v'̅̅ ̅̅  within the same region show a negative value. A large positive - u'v'̅̅ ̅̅  is observed at the upstream 

lower corner of the canyon whilst there is an elliptical region of negative  - u'v'̅̅ ̅̅  immediately below 

the shear layer which penetrates deep into the canyon. The negative - v'w'̅̅ ̅̅ ̅ extends from the shear 

layer along the upstream wall and also has a local minimum at the downstream wall between z/h2 = 

0.2 and 0.6.  

Higher-order moments of velocities such as skewness (Fig 5.) and flatness (Fig 6.) help characterize 

the shape of the probability density function (PDF). The value of a non-zero skewness indicates 

whether the probability of the existence of larger velocity excursions in one direction is greater than 

in the others. A larger flatness shows whether the occurrence of larger excursions from mean values 

is more frequent. 

The streamwise skewness Su is highly positive in the shear layer for both configurations. Positive Su is 

observed in the wake-affected boundary layer in the cathedral configuration while in the 1-block 

configuration, the Su shows a negative region immediately above the shear layer and stays negative 

in the overlying boundary layer. Within the canyon, the major part of the downstream near-wall 

region is positively skewed and the upstream near-wall region is negatively skewed. Similar patterns 

occur between the cathedral and 1-block configurations for the skewnesses of the vertical and 

spanwise components, although a large difference is the positive vertical skewness in the boundary 

layer over the canyon downstream of the block. It is worth noting that there is a strongly positive 

elliptical area in the canyon for the skewness of the spanwise velocity component near the 

downstream wall. The positive areas suggest that the PDFs of velocity in a certain direction at these 
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locations have a peak value that is smaller than the mean value while the tail is larger, and they show 

that the dominant modes are slower than the mean wind speeds in this corresponding direction. 

      
Fig 5. Comparison of contours of velocity skewness (Left: cathedral; Right: 1-block)  

      
Fig 6. Comparison of contours of velocity flatness (Left: cathedral; Right: 1-block) 

Differences in the velocity flatness (kurtosis) between the two configurations are not apparent. The 

upper limit of the shear layer shows a strongly flattening effect in the streamwise direction. The 

region between z/h2 = 1.2 to 2 has a much more elevated peak in the vertical PDF than a normal 

distribution. A more peaked region is found at the bottom of the street canyon for the cathedral 

model than the 1-block model for the spanwise flatness, but a similar high-value core appears near 

the downstream wall. 

Conclusion 

In the present work, the flow within and above a street canyon immersed within a morphological 

model with or without an upstream tall building was investigated through the analysis of the main 
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one-point statistics, and the following conclusions were drawn. The wake caused by the upstream 

cathedral has a strong effect on the turbulence statistics in comparison to the 1-block situation. The 

presence of the cathedral decreases the - u'w'̅̅ ̅̅ ̅, σu, σw and Sw within the shear layer, in comparison to 

the 1-block configuration, and this results in weaker vertical exchanges at the roof level. Strong 

spanwise velocities were found at the pedestrian level at the upstream corner of the canyon in both 

configurations, which could be explained by the heterogeneity caused by the intersections along the 

canyon.  However, the spanwise velocity in the cathedral configuration smaller while being more 

turbulent than in the 1-block configuration. The influence of the upstream tall building and the 

coupling between the flow within the canyon and the overlying flow will be investigated in future 

work. 
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Abstract 

SLAM (Safety Lagrangian Atmospheric Model) is a Lagrangian dispersion model developped for use in 

operational conditions, notably in an industrial context. To ensure quasi real time dispersion 

simulations, a Reynolds-Averaged Navier-Stokes (RANS) detailed simulation database is first built, for 

use on demand to set flow variable inputs such as mean wind and turbulence fields. Assumptions made 

by this RANS approach can have a strong impact on the flow and thus on the dispersion process. Large-

Eddy Simulation (LES) could prove an efficient tool to limit this. The aim of this study is therefore to 

use LES to compute the mean flows fed into SLAM, and as such better take into account the effect of 

turbulence on the mean flow, all the while keeping with operational constrains. Concentration levels 

obtained using SLAM with both RANS and LES mean flow fields are compared, as well as the 

concentration computed directly using an LES simulation with dispersion. The high-fidelity simulations 

are run using the PALM model system, developed for LES of atmopheric and oceanic boundary-layers. 

The study focus on an academic configuration in the presence of obstacles. In the future, more complex 

configurations with realisitic obstacles and stratification effects will be insvestigated. 

Introduction and objectives 

Air pollution affects the quality of human life with short- and long-term health effects, especially in the 

respiratory and cardiovascular systems. Populations in the area surrounding industrial sites are 

particularly vulnarable, and there is a need to understand the extent of pollution dispersion. 

Meteorological conditions and complex terrain affect flow and dispersion. The dynamics of the 

atmospheric boundary layer are particularly significant, with neutral, stable or unstable stratification 

conditions. The type of pollutant source can add to this complexity, often with multiple sources 

problems. For instance, in an industrial context, pollutants are often not only emitted by tall chimneys, 

but also by various machinery and storage tanks near to ground, with chronical pollutant sources due 

to leaks, but also industrial accidents. Taking into account complex configurations with buildings is thus 

necessary. They will also have a strong impact on the flow, so that sophisticated pollution dispersion 

models are needed. However, the latter should also have computational costs that allow fast response 

times in operational conditions.  

It is in this spirit that the SLAM Lagrangian model was develloped and coupled with an operational 

simulation methodology called Flow’Air 3D (Vendel et al. 2010). It uses RANS (Reynolds-Averaged 
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Navier-Stokes) mean flow and statistical turbulence fields as inputs, in which turbulence is modeled. 

As the dispersion process is heavily affected by turbulence, the use of LES (Large Eddy Simulation) in 

which it is resolved rather than modeled could further improve pollution dispersion predictions. 

Indeed, a significant part of turbulence scales are resolved with this method. Furthermore, continued 

improvement of computational hardware could allow the use of such a method at a cost that was 

prohibitive until recently.  

The objective of this study is therefore to evaluate whether the accuracy of SLAM can be further 

improved by use of LES input statistical flow fields, giving more accurate mean and turbulent flow, 

while keeping with operational constrains. As well as comparing SLAM predictions obtained using both 

RANS and LES fields, concentration levels resulting directly from LES with dispersion, as well as a wind 

tunnel experiment are used. In the first two sections, the operational methodology of the model and 

SLAM itself are presented. The experimental set-up follows, before detailing the coupling with LES. 

Presentation of the operational dispersion simulation methodology 

In a simulation of the flow and atmospheric dispersion with a CFD model, an important part of the 

computing time is devoted to modelling the flow and turbulence field. The principle of our approach, 

illustrated on Figure 1, is to prepare in advance a database of wind fields on the considered industrial 

site. In this way, only the dispersion is modeled in operational situations and time savings are 

considerable. The parameters that constitute the database are the wind direction and the inverse of 

the Monin-Obukhov length. As it was shown by Vendel et al. (2010), it is possible to overcome the wind 

speed by normalizing the velocity and turbulence fields by the friction velocity 𝑢∗ (and the same kind 

of assumption can also been made for the temperature field normalized by using the potential 

temperature at ground level). Vendel et al. have also shown that a discretization of the database in 18 

wind directions (step of 20°) and 7 values of 1 𝐿𝑀𝑂⁄  can limit the interpolation error in the database to 

a few percents. Once the database is ready, it is used as input for the Lagrangian model SLAM. In 

operational situations, a point meteorological data (measurement or forecast) is used in a 

meteorological preprocessor to estimate the wind direction, the inverse of the Monin-Obukhov length 

and the friction velocity 𝑢∗. These parameters are interpolated in the database to obtain wind, 

temperature and turbulence fields corresponding to the real atmospheric conditions. These fields are 

then used to model the dispersion with the SLAM Lagrangian model.  
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Figure 1: General decription of the Flow'Air 3D methodology 

Presentation of the Lagrangian dispersion model SLAM 

The Safety Lagrangian Atmospheric Model (SLAM) is a stochastic particle dispersion model, based on 

the tracking of Lagrangian trajectories of individual particles. The temporal evolution of the Lagrangian 

velocity of each particle is given by the equation:  

𝑈𝑖(𝑡) = 𝑈𝑖(𝑡) + 𝑈𝑖
′(𝑡) with 𝑈𝑖

′(𝑡 + 𝑑𝑡) = 𝑈𝑖
′(𝑡) + 𝑑𝑈𝑖

′ (1) 

𝑈𝑖  is the mean velocity of the flow obtained from the CFD velocity field. The evolution of the fluctuating 

velocity 𝑈𝑖
′ is determined by the stochastic differential equation (Thomson, 1987): 

𝑑𝑈𝑖
′ = 𝑎𝑖(𝑋, 𝑈

′, 𝑡)𝑑𝑡 +∑𝑏𝑗(𝑋, 𝑈
′, 𝑡)𝑑𝜉𝑗

𝑗

 (2) 

in which the terms 𝑎𝑖  and 𝑏𝑗 are expressed in terms of standard deviations of velocity fluctuations 𝜎𝑢𝑖  

and of the Lagrangian times 𝑇𝐿𝑖. To express 𝜎𝑢𝑖 and 𝑇𝐿𝑖, we use the variables from the turbulence model 

of the CFD code. When using the k-ε turbulence model, we get 𝜎𝑢𝑖 and 𝑇𝐿𝑖, from an isotropic 

assumption by the relations:  
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       with      𝐶0 = 4 (3) 

More complex turbulence models allow to take into account the anisotropy of turbulence and in 

particular, mean velocity and turbulence fields obtained with LES are better suited in this context than 

usual RANS simulations. Higher computation and storage cost which was previously prohibitive is now 

balanced by increasing computionnal capabilities. 

Experimental set-up 

The concentration levels investigated numerically in this study are compared to data from wind tunnel 

experiments led by Gamel et al. (2015) in the atmospheric dispersion wind tunnel of the Laboratoire 

de Mécanique des Fluides et d’Acoustique at the Ecole Centrale de Lyon in France, presented in 

Figure 3. It is a recirculating wind tunnel with a working section measuring 9 m long, 0.7 m wide and 

1 m high, and it allows for a maximal wind speed of about 15 m.s-1. The figure shows an overall sketch 

of the wind tunnel, as well as a row of 500 mm high Irwin spires and roughness elements, which allow 

to reproduce a neutral atmospheric boundary layer of height δ = 0.55 m. The latter are rods with 

square sections of side length of 15 mm, which are separated by 45 mm. An obstacle with a square 

section of side H = 0.1 m runs along the whole width of the wind tunnel, of 7H, as illustrated in Figure 2. 

It also shows a source is placed 1.5H downstream of the obstacle. It is a line source of ethane, which is 

a passive tracer. The non-intrusive velocity measurement instrumentation that are laser doppler 

anemometry and particle image velocimetry are used, and concentration levels are obtained with the 

fast flame ionizing detector technique. The Reynolds number reaches 105, confirming the turbulent 

nature of the flow.  

 

 

Figure 2 : Sketch of the experimental configuration (Gamel, 2015). 
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Figure 3 : Sketch of the wind tunnel at LMFA (Gamel et al. 2015) (top) and pictures of the 

Irwin spires and roughness generators (bottom). 

 

Coupling with LES simulations 

As explained in the introduction, the operational model SLAM is coupled with LES simulations in order 

to better account for the effect of turbulence. The PALM model system is used for this (Maronga et al. 

2020). It is an open source code developped at the University of Hannover, in particular for LES of the 

atmospheric boundary layer, as well as oceanography. The non-hydrostatic, filtered incompressible 

Navier–Stokes equations in Boussinesq-approximated form at formally infinite Reynolds number, 

neglecting molecular viscous stress, are used with an advection–diffusion equation for the transport 

of a passive scalar. They are solved for six prognostic variables: the three velocity components, 

potential temperature, SGS turbulence kinetic energy and a passive scalar. 

The use of such LES mean flow fields in SLAM is investigated for the bi-dimensional academic 

configuration described in the previous section, with a passive scalar source behind an obstacle in 

neutral atmospheric conditions. The numerical domain is 6H high, 7H wide, 23H long and the obstacle 

is placed 6.5H downstream. Figure 4 represents the mean flow obtained through both RANS and LES 

simulations. It shows separation of the flow and the recirculation zones are strongly affected by the 

simulation type, which in turn has an impact on concentration levels. These levels resulting from the 

use of both RANS and LES mean flow fields are compared, as well as those obtained directly from LES 

with dispersion, and from a wind tunnel experiment.  
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Figure 4 : Streamlines from RANS (orange) and LES (blue). 
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Abstract 

Flow and dispersion dynamics in the urban atmosphere are characterized by the complex interaction 

between the atmosphere and the urban geometry, consisting of buildings, vegetation, and 

infrastructure.  Furthermore, in cities, the concentration of human activities is responsible for 

pollution and heat emissions that are characterized by high spatial and temporal heterogeneity. The 

investigation and understanding of these dynamics is essential to address crucial aspects related to 

the urban microclimate (wind, humidity, temperature) and the air quality. 

Today, the main investigation techniques are experiments and numerical simulations. Experiments 

allow to directly measure the turbulent flow field as well as to analyse the interaction of complex 

processes such as dispersion of pollutants and buoyancy effects due to solar heating. However, they 

provide limited spatial resolution and are used to analyse a small number of configurations (e.g., the 

number of geometries or external forcings). These two aspects are instead overcome by numerical 

approaches, and in particular by CFD (Computational Fluid Dynamics) simulations. In urban physics, 

most studies rely on RANS (Reynolds-averaged Navier–Stokes) simulations due to their low 

computational cost. For the analysis of dispersion processes and turbulent transfers, Large Eddy 

Simulations (LES) are more suitable as they resolve large scale turbulence. However, their great 

computational cost still makes them prohibitive for operational applications.  

In this context, the Lattice Boltzmann Method LBM-LES approach is promising as it describes flow 

dynamics around complex geometries with a lower computational cost than traditional Navier Stokes 

approaches. Differently from Navier-Stokes equations, that macroscopically describe fluid motion, 

the LBM solves the Lattice Boltzmann (LB) equation which adopts a mesoscopic perspective (Kruger 

et al. 2015). The Boltzmann equation describes the behaviour of a collection of fluid particles by 

means of a distribution function, and their interactions by the BGK (Bhatnagar-Gross-Krook) collision 

operator. The discretized version of the Boltzmann equation is solved on a three-dimensional lattice. 

Once the distribution function is determined, the macroscopic density and velocity of the fluid can be 

easily derived. Moreover, the LES technique can be implemented in the LB equation: eddies smaller 

than the grid mesh are modelled by using the Smagorinsky subgrid viscosity model. To solve the 

conservation equations for species (passive scalar transport), an additional superimposed lattice is 

considered. Alternatively, a hybrid approach is adopted where the species conservation equation is 

solved using a standard finite volume method (Feng et al. 2019) 
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The LBM formulation makes the technique inherently parallel. Moreover, the use of the immersed 

boundary method allows to reduce the preprocessing time in the presence of complex geometry. For 

these reasons, in the last decade, the technique has found application in the field of urban climate 

and pollution. Recent applications concern the investigation of the link between urban morphology 

and pedestrian comfort (Ahmad et al. 2017, Jacob and Sagaut, 2018), the dispersion of pollutants in 

complex urban environments (Merlier et al. 2019), and in vegetated street canyons (Merlier et al. 

2018).  

To further examine the suitability of the method for urban applications, we evaluate in this work the 

performance of the LBM in predicting the velocity field and the turbulent dispersion in a boundary 

layer flow that develops over urban-like geometries. This is achieved by performing LBM-LES 

simulations using the software ProLB (CS, 2018). ProLB software is developed within an industrial and 

academic consortium including CS-GROUP, Airbus, Renault, Ecole Centrale Lyon, Aix-Marseille 

University and CNRS. 

As a first step, we test the development of the turbulent boundary layer on a flat plate. We observe 

boundary layer indicators such as the boundary layer thickness, the logarithmic mean velocity profile, 

and the profiles of turbulent velocity fluctuations. The results are compared with classic experimental 

studies and DNS simulations.  

The fully development of the turbulent boundary layer requires a long adaptation region and thus 

unfeasible computational cost for application to real urban geometries. This raises the necessity to 

inject synthetic turbulence at the entrance of the computational domain. To this aim, a tailor-made 

condition for synthetic inlet turbulence is implemented in the simulations. The condition is based on 

the method proposed by Shur et al. (2014). Velocity fluctuations are generated as a superimposition 

of weighted spatiotemporal Fourier modes with amplitudes designed to reproduce the actual 

Reynolds stress tensor. We compare the results provided by the inlet turbulent condition with those 

obtained from the simulated development of the boundary layer. 

We then move to an idealized building geometry, and we simulate the flow around a two-

dimensional obstacle. This configuration is used to assess the performance of the LBM simulation in 

reproducing flow recirculation around an obstacle. These circulating structures are common in the 

urban environment and are generated by the interaction of the wind with buildings. Furthermore, 

they play a fundamental role in dispersion dynamics as they can trap pollutants released at street 

level and delimit regions with high concentration. 

The numerical results are compared with measurements from a detailed experimental 

characterization performed in the wind tunnel of the Ecole Centrale de Lyon. In the experiment, the 

flow field is measured by means of a Hot Wire Anemometer. The results show that the simulations 

are able to reproduce the mean velocity field (Figure 1). Furthermore, the turbulent flow field is 

tested with and without the application of the synthetic inlet turbulence condition.  

In the last part of this work, we simulate the dispersion of a passive scalar behind the obstacle. In the 

wind tunnel experiment, ethane (acting as a passive tracer) is released by a line source at ground 

level. The concentration field is measured by means of a Flame Ionisation Detector. In ProLB, 

pollutant dispersion is simulated using temperature as a passive scalar. The source is reproduced as a 

surface (with extension equal to that of the linear source used in the experiment) at fixed 
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temperature 𝑇𝑆 = 𝑇𝑟𝑒𝑓 + Δ𝑇, where 𝑇𝑟𝑒𝑓 is the reference temperature and Δ𝑇 is the temperature 

rise at the source. A suitable non-dimensionalization of the concentration in the experiment and of 

the temperature in the simulation is implemented to compare the results obtained with the two 

techniques. Results show a good agreement between simulations and measurements for the mean 

concentration field. Moreover, the concentration variance and turbulent mass fluxes are assessed.  

This study confirms that the LBM technique is suitable for reproducing dispersion around building-

like geometries, while allowing the use of fine spatial and temporal resolution thanks to the 

computational efficiency. Future studies aim to simulate the effects of buoyancy due to heating of 

building surfaces and reproduce the flow and dispersion field in more realistic urban geometries in 

order to create a large dataset of numerical results for research purposes. 

 

 

Figure 1: Comparison between the results from LBM simulations (red line) and measurements 

from the wind tunnel experiment (black dots). (a) Mean horizontal velocity. (b) Mean vertical 

velocity. 
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Abstract 

The present study analyses flow and dispersion processes in urban areas, with a focus on air exchange 

between street canyons and courtyards. Particularly the effect of gateways and different building 

shapes was investigated by systematic wind tunnel measurements. The goal of the study was to 

identify parameters, which influence the air quality in inner courtyards. 

Introduction 

Buildings with inner courtyards are quite common for residential areas in many central European cities. 

They often consist of one or more green spaces that can be used by the residents of the surrounding 

buildings. “However, considering that courtyards represent enclosed cavities, they are often poorly 

ventilated spaces and pollutants from neighbouring traffic, once entrained, can pose a serious threat 

to human health” (Gronemeier and Sühring, 2019). Hence, many different studies have been carried 

out to better understand urban ventilation processes and to implement such processes in 

development plans for a healthier urban climate (Song et al. ,2018); Wu and Kriksic, 2012; Allard et  

al. ,2010). 

In cities in general, there is no standard form of building structure enclosing an open space. Thus, urban 

blocks can differ greatly in their extension and shape. Openings of different sizes can lead into the 

inner courtyard, such as gateways, street entrances or a missing house in a perimeter block 

development. In addition, there is a wide range of diversity in roof shapes and building heights. Thus, 

many geometric aspects can affect the flow within a courtyard. As a result, it is difficult to perform 

flow or concentration measurements within two almost identical courtyards to determine the cause 

of measurement differences between both courtyards. A more effective comparison of different 

courtyards can thus be carried out using idealized urban geometries. This allows to control the 

composition of the surrounding buildings of the observed courtyards. Selected parameters such as a 

gateway into the courtyard can also be adjusted individually, while the remaining structure of the 

building stays the same. 

Methodology 

All measurements were carried out in the EWTL boundary layer wind tunnel facility 'Blasius' at the 

University of Hamburg. The 16 m long wind tunnel provides a 10.7 m long test section equipped with 

a turntable and an adjustable ceiling. The cross section of the tunnel measures 1.5 m in width and 1.1 

m in height. For each wind tunnel campaign, a neutrally stratified model boundary layer flow was 

generated by a carefully optimized combination of turbulence generators at the inlet of the test 

section, and a compatible floor roughness.  
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The influence of gateways and differently shaped roofs to the air quality in courtyards was tested 

during the measurement campaign. Therefore, an idealized urban geometry comprising 38 simplified 

buildings in the scale of 1:500 was mounted in wind tunnel (Figure 1). All building models are square-

shaped with a square courtyard in the centre. The thickness of the building walls surrounding the 

courtyard is 11 m in full-scale. The total height of the building from the ground to the top of the roof 

is 20 m for all buildings. 

 

Figure 1: Gable roofed building with the standard gateway behind a ground level source (left figure). Idealized urban roughness 
containing 38 buildings (right figure) mounted in the boundary wind tunnel Blasius at the University of Hamburg. 

While the shape of 37 buildings was kept constant during the measurement campaign, the layout of 

the central building was changed systematically. Figure 2 shows the three different roof shapes (a flat 

roofed building, a mansard roofed building and a gable roofed building) which were used.   

 

Figure 2: Side view of a flat roofed building (left), a mansard roofed building (middle) and a gabel roofed building (right). All 
sizes are given in full-scale. 

For one building per roof type, a quadratic opening is located in the middle of one side of the building 

(Figure 3, red, centre). This opening represents a gateway of 4 m by 4 m. Five flat roofed buildings are 

designed with different gateways (Figure 3). The position of the gateway is varied in the way that the 

gateway is shifted once by 13.5 m to the left and once by 27 m to the left. In addition to this 

predominant gate shape, the gateway size is changed for three buildings. The smallest gateway meets  
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the minimum requirements of a fire lane gateway according to DIN 14090:2003-05 as cited in 

Baunormenlexikon (2005) with 3 m in width and 3.5 m in height. Additionally a large opening of 10×10 

m and a complete vertical opening with a width of 10 m was modelled. The lateral and longitudinal 

distance between all building exterior walls is 30 mm, which corresponds to 15m in full-scale. 

 

Figure 3: Front view of a courtyard building with all gate variations. Gates of the same dimensions are marked in the same 
color. All sizes are given in full-scale. 

The measurement points investigated within each courtyard are the same for the flow and 

concentration measurements. Within a courtyard, two measurement grids are distinguished. A 

detailed grid consisting of five lateral times six longitudinal measurement points (see Figure 4, all 

circles) is used for the flat roof cases with and without the standard gateway. Except for the first two 

lateral rows, the distance between all points is equidistant (10 m full-scale). The points of the first 

lateral row have a distance of 5 m to the leeward wall as well as to the downstream lateral 

measurement row. The point distance in the lateral direction is 10 m. This grid serves to determine the 

general wind and concentration field in a courtyard as well as the influence of a simple gateway on the 

flow and the input of pollutants in a courtyard. For the remaining cases under investigation, a coarser 

grid of 3 × 3 measuring points, with a distance of 20 m full-scale between the individual points 

orthogonally was applied (see Figure 4, gray-filled circles). At each point, time series of three minutes 

(model-scale) were recorded for the flow measurements.  

 

Figure 4: Top view of a courtyard. The circles indicate the measuring point positions 2m above the ground. The total points 
show the detailed 6 × 5 grid and the filled points the 3 × 3 grid. The dashed line represents the courtyard center axis. The 

arrows to the right of the courtyard represent the wind direction: black normal inflow and gray wind rotation of 45°.  
Measures are given in full-scale. 
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A 2D Laser-Doppler-Anemometry (LDA) System was used to measure component-resolved flow data 

at sampling rates of 100 – 500 Hz (model scale), resolving even small-scale turbulence in time. 

Reference wind speed was permanently monitored close to the tunnel inlet through Prandtl tube 

measurements. 

For concentration measurements Ethane was used as tracer gas and emitted from ground-level point 

sources. A Fast Flame Ionization Detector (FID) measured concentration time series with 140 Hz 

resolution (model scale) at selected measurement locations. The background concentration was 

constantly monitored with an additional FID. Measurement devices were checked and calibrated 

frequently to maintain a high accuracy of measured data. 

Selected results 

In this chapter, the influence of gateways to the flow and concentration field in courtyards is shown 

for flat roofed buildings.  

Figure 6 shows wind roses measured at 2 m height above ground (full-scale) for the scenarios Cf (flat 

roofed building without gateway) and scenario Gf (flat roofed building with a 4 m x 4 m gateway). The 

two scenarios are displayed in figure 5. A clear main axis symmetry for the wind distribution over both 

courtyards can be seen (Figure 6). On average, the general shape of this pattern differs only slightly 

between the two cases.  

  

Figure 5: Flat roofed building without gateway (scenario Cf; left picture) and with a 4m x 4m gateway (scenario Gf; right 
picture). 

For both cases, an increase of the mean wind speed downwind of the courtyards are observed. The 

maximum mean wind speed is reached at a longitudinal distance of about 2H from the courtyard front. 

On average, the longitudinal increase in the mean wind speed from 0.25H to 2H distance to the front 

is about 0.21 (−).  

The predominant wind direction within the courtyard differs significantly from the inflow direction. In 

the rear half of the courtyard the mean horizontal wind direction meaured in 2 m height above ground 

is rotated by 180° regarding the average wind direction above building height. Towards the central axis 

a bimodal distribution of the wind direction was measured. 

The flow pattern in the courtyard within the flat roof building with the standard gateway (Gf) generally 

differs only slightly from the reference scenario Cf. When comparing the wind directions, the center 

axis point at the longitudinal distance of 0.25H to the front stands out clearly. Two predominant wind 

directions can be found in case Cf. In addition, a third main wind direction is measured, corresponding 

to the inflow, so that a trimodal wind direction distribution is observed for case Gf. The mean wind  
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speed increases by more than 6% at this measurement location. This increase is also evident as an 

increase in the skewness of the wind speed distribution.   

 

Figure 6: Wind roses at normal inflow at 2m height (full-scale) for the cases Cf (left) and Gf (right). 

Results for the concentration measurements for the scenarios Cf and Gf are shown in Figure 7. In both 

cases the highest concentrations for the 50th percentile were measured near the front wall on the 

center axis of the courtyard. A general decrease in the 50th percentile of the concentration towards 

the side walls and with the inflow was measured for each scenario. 

 

Figure 7: 50th percentiles of dimensionless concentrations for case Cf (left) and Gf (right). The values applied to the points 
denote  50th percentile · 10−3 (−) at the respective measuring point. 

Comparing the scenarios Cf and Gf, higher concentration were measured for scenario Gf, were a 

gateway connects the courtyard with the surrounding street. This is true for all measurement locations. 

The differences of the measured 50th percentile are larger than the detected measurement 

uncertainty. The largest relative deviation in the 50th percentile of the concentration with respect to 

Cf is about 83%.  

For all analysed gateway sizes, an increase in the 50th percentile with reference to Cf is measured in 

almost all points (see Figure 8). This increase generally is the largest in the front courtyard area.  
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A bigger gateway size leads to higher concentrations in the courtyard. While the small, fire-lane 

entrance leads to an increase in the 50th  percentile of approx. 14%, the selected standard gateway 

results in an increase of about 30%. The large gateway leads, in the case Gf-sV, to an increase of about 

58% and the complete breakthrough to about 112% in the 50th percentile.  

 

Figure 8: Differences of the 50th percentile of the dimensionless concentrations for cases with different gateway sizes with 
reference to the case Cf. The values applied to the points denote 50th percentile · 10−3 (−). 

The largest change in the 50th percentile is observed in the point closest to the openings. However, the 

increase in the 50th percentile with increasing gateway size can only be observed for the cases with a 

continuously closed roof.  

Summary 

The aim of this work is to quantify the impacts of different gateway and roof shapes on the ground-

level horizontal wind and mean concentration field within a courtyard. Various building structure 

alterations were made in order to investigate their influence on the flow and concentration field in the 

courtyard. Thereby, the focus was set to the relative differences to the reference building Cf. The first 

step in this regard was a simple gateway. In Gf the gateway is located in the front wall, upstream of 

the area where the two recirculating horizontal vortices meet in Cf (see Figure 6). Due to the tunnel-

shaped opening, the current flowing towards the building is restricted in its space if it does not change 

its direction. As there is a road in front of the gateway and not a solid boundary restricting the flow, 

the current is not forced to pass through the gateway completely. The question arises whether any air 

at all passes through the gateway into the courtyard or whether air from the courtyard passes through 

the gateway into the street canyon due to the vortex within the courtyard. Near the gate, a change in 

the wind distribution is measured in the courtyard (see Figure 6). The gates influence can be seen more 

clearly, the closer a measurement point is to the gate, especially in the wind direction distribution. 

When comparing the horizontal flow pattern of case Cf and Gf, it becomes clear that a part of the flow 

enters the courtyard through the gate. In addition, the wind speed increases in the direct vicinity of 

the gateway in Gf compared to Cf. However, it decreases quickly with distance from the gateway in 

longitudinal direction. By the time, the flow is leaving the gateway, the available space for the flow 

becomes larger and the flow is slowed down accordingly. The increased wind speed compared to Cf is  
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almost only evident in the u component of the flow velocity. This supports the conclusion that the  

gateway is the reason for the increase in the mean wind speed and that air enters the courtyard 

through the gate.  

With reference to Cf, an increase in concentration in the courtyard in the vicinity of the gateway can 

be clearly seen in Gf. The highest concentrations directly downstream of the gateway indicate a direct 

pollutant transport through the gate. The fact that the concentration decreases significantly more 

towards the laterally adjacent measuring points than in the longitudinal direction reflects the flow 

pattern near the gate. A similar concentration distribution can also be seen in the study by Gronemeier 

and Sühring (2019). The pollutants entering through the gateway do not directly mix completely with 

the air in the courtyard, but are initially transported with the flow slightly into the courtyard. Not only 

due to the direct flow entering through the gate, but also supported by the two horizontal recirculating 

eddies, the concentration in the front area of the courtyard is higher than in the rear area. This also 

shows that a higher pollutant input into the courtyard occurs through the gateway than over the roof 

with a pollutant source directly upstream of the gate.  

Another point of investigation is the influence of different gateway sizes on the near-ground flow and 

concentration. For this purpose, the flat roof basic building with the gateway position in the front 

centre is altered. Differences can already be observed between the two smallest gateway openings. 

All four flat roof cases with different sizes of the gateway in the front of the building show an increase 

in the wind speed near the gate. The larger the opening, the stronger the increase in the 50th 

percentile of the concentration in the courtyard (see Figure 8). This applies in particular to the centre 

of the courtyard. In the immediate vicinity of the gate, where the strongest effects in the 50th percentile 

are generally seen, this increase is only visible for the three gateway sizes excluding the complete 

vertical opening. However, for the case Gf-sL the increase in the concentration in the centre to Gf-sV 

is proportionally larger than in the smaller gateway enlargement steps. This suggests that in the case 

Gf-sL the concentration is transported immediately further into the courtyard. The present study 

shows that the shape of the surrounding building affects air quality in urban courtyards. Gateways 

connecting the courtyard with an adjacent street lead to higher concentrations in the courtyard. This 

is especially true for the area near the gateway.  

Further studies need to be conducted for different building and source configuration to verify that the 

findings of the present study are generally true. In this study a point source was placed only in a central 

location upstream of the analysed building. A line source placed in the street canyons surrounding the 

courtyard could further help to understand the parameters influencing air quality in courtyards.  
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1. Introduction 

1.1 The neutral Atmospheric Boundary Layer (ABL) 

The present work focuses on the experimental generation of neutral ABL over flat surfaces of 

homogeneous roughness, quantified by the “roughness length” ℎ�. This quantity is defined through 

the mean velocity profile obtained in the Inertial SubLayer (ISL) of the ABL [1,2,3]. 

 
Figure 1: Schematic visualization of the neutral Atmospheric Boundary Layer. Based on [3,4]. 

 

The ISL is characterized by a logarithmic dependency of mean velocity with the altitude [3] (see Figure 

1), as described by the equation: 

 

���� � �∗	 ln ��  �ℎ� � �1� 

 

The friction velocity �∗ is defined as �∗: � ����������→�����  !〈�′$′〉&'(( and 	~0.4 will be considered 

while the displacement height � will be neglected. 

 

The generation of atmospheric boundary layer within short aeronautic wind tunnels requires to 

thicken artificially the otherwise naturally growing rough-wall boundary layer. Several attempts were 

made to achieve this boundary layer thickening with both passive or active devices [5]. The successful 

Counihan-type passive configurations [6] inspired Cook (1978) [7] who presented a family of devices, 
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named as “Roughness-Barrier-Mixing device method” (RBM), for which were suggested a general 

understanding of the flow generation. 

 

However, almost all present passive devices require a trial-and-error step in their design process, which 

must be reproduced for each new studied configuration (i.e. new roughness condition) and each new 

wind tunnel setup.  This was observed by Cook (1978) [7] who undertook a parametric analysis on their 

devices to relate the effective roughness length and integral length scales to their geometric parameter 

(the height of the wall component).  

1.2 Objectives 

The present work aims at investigating Multiscale Inhomogeneous Grids (MIGs) [8] as a new type of 

passive device for wind tunnel generation of ABL flows. This type of grids is expected to enable the 

tailoring (almost without trial-and-error) of both mean flow profile and turbulent intensity profiles 

with potentially no trial-and-error process. Indeed, these devices takes advantage of tools developed 

initially for fractal grids studies and enabling to predict turbulent intensity.  

 

The first section describes the different considered ways to design a grid for a given mean flow profile. 

The two following sections presents respectively the considered wind tunnel setup and the different 

MIGs designed for this work. The resulting mean flow and streamwise turbulent intensity profiles are 

then analysed. The last section introduces the tools used for the current development of the 

turbulence prediction model. 

2. Development of a grid design algorithm for mean flow tailoring 

2.1 Multiscale Inhomogeneous Grids 

Multiscale Inhomogeneous Grids are composed of regular arrays of vertical bars within several 

horizontal levels of varying geometric properties ($-, /-, ℎ-, as presented in Figure 3). 

 

 

 

Notation Definition 

0 Number of layers 

1 Width of the grid section 

2 Height of the grid section 

34 Width of the horizontal bars 

�4 Streamwise depth of the horizontal bars 

ℎ- Height of each layer (horizontal Bars center to center) 

/- Distance between adjacent vertical bars (cent. to cent.) 

5- Distance from the wall of the first vertical bar of the level 

$- Width of vertical bars 

�- Streamwise depth of vertical bars 

6- Number of vertical bars 

7- Blockage ratio (solidity) of the layer 
 

Figure 2: Several passive devices for the 

generation of a neutral ABL in wind tunnel 

Table 1: Definition of the different geometric 

parameters of MIG grid. 
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2.2 Theoretical prediction of the mean flow profile 

By varying the number of bars and their respective width at each level of the grid, it is possible to 

produce a non-uniform local blockage ratio field that generates a non-uniform pressure jump between 

the two sides of the grid [9,10,11,12]. This pressure jump is normalized as 8 � �9�:  9�;�/½ρ��? in 

the following (see Figure 3 for notations). It produces a non-uniform pressure field upstream and 

downstream, both of which influencing the mean flow velocity. The grid geometry is therefore a way 

to convert the far upstream mean flow distribution �:@ into a sheared mean flow far downstream �;@ (see Figure 3). 

 

 
Figure 3: Schematic visualization of the upstream and downstream regions of influence of the grid within the 

wind tunnel. Inspired from [19] 

 

Elder (1959) [11] and then McCarthy (1964) [12] suggested two different analytical formulations 

relating these far upstream and downstream mean flows with the grid geometric characteristics. 

Differences between these two reasonings consist in a different set of hypotheses for the analytical 

approximation of the main problem solution. Elder (1959) [11] derived a linearized theory with 

upstream flow and grid properties close to uniformity.  

 

McCarthy (1964) model 

 

McCarthy (1964) [12] considered the far upstream flow to be perfectly homogeneous (��:@ � 0 and �:@ � �AB'-� so that the problem consists in solving a non-linear Ordinary Differential Equation 

(ODE) on �;@ as a function of C � √1 E 8. This equation was solved analytically by approximating 

several integrals up to the second order (see [12]). The resulting relation, discretized over the N levels 

of the designed grid, is given in the first box of the schematic in Figure (4). 

 

This non-linear coupled equation system is inverted by a Sequential Least Squares Programming 

(SLSQP) algorithm in order to find the F8-G- distribution for a given objective function H-;. 

 

 A numerical solving model 

 

In order to avoid the need for uniformity hypothesis (not perfectly valid due to upstream boundary 

layers at the wind tunnel walls), another method that we suggest consists in solving the analytical main 

equation from McCarthy (1964) [12] numerically. For prescribed normalized upstream and 

downstream mean flows, the main problem can be rewritten as an ODE on C as a function of the 

altitude �. The resulting equation is given in the second box of the schematic in Figure (5), where 

I;�C� � 1 E JK:L
L;MN  ; I:�C� � MNOJK:LP

L;MN  1 ; ℳ�C� � RJK JK:L
L;MN   and ℒ�C� � RJK JK:L

TL;MNUK E J
L;MN. 

 

The solution is numerically computed using a Runke-Kutta 4 (RK4) method. It is finally discretized by 

averaging over each grid level. A dichotomy algorithm is used to find the initial condition corresponding 

to the prescribed mean obstruction over the full section. 
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2.3 Grid design algorithm 

Using the mean flow tailoring tools described above, a grid design algorithm was implemented in two 

versions depending of the modelling choice. They can be visualized schematically in Figure (4) and 

Figure (5) for the case of MIG grids. Choice was made to arbitrarily fix the distance /- between two 

adjacent bars and the height of each grid level, since they represent extra-degrees of freedom that will 

become useful only for generating prescribed turbulence profiles. 

 

  
Figure 4: Schematic representation of the MIG design 

algorithm using the McCarthy (1964) [12] model. 

Relation between 8- and 7- from [13] 

Figure 5: Schematic representation of the MIG design 

algorithm solving the main equation numerically 

through a RK4 method. 

 

The design process for grids dedicated to the generation of a logarithmic mean flow is fully 

characterized by two input parameters: the mean blockage ratio 7AB'- (averaged over the full wind 

tunnel section area) and the non-dimensional roughness ratio ℎ�/2. 

3. Experimental setup 

3.1 Hot-wire Anemometry in SCL-PIV wind tunnel (ONERA Lille) 

The SCL-PIV wind tunnel (ONERA Lille) is dedicated to boundary layer studies. The working section of 2 V 1 � 0.29 Z V 0.30 Z enables an exploration by both Hot-Wire Anemometry (HWA) and 

Particle Image Velocimetry (PIV). The operational velocity range is between 10 Z/\ and 30 Z/\. The 

current work presents HWA results obtained for a reference velocity of ]^_`a` � 15 Z/\ (global 

Reynolds number cd � ]^_`a`2/e  ~  2.78 V 10h). 

77



 

 
Figure 6: The SCL-PIV wind tunnel (ONERA Lille). 

 

Two different Hot-Wire probes are considered: (i) a single Hot-Wire (Dantec 55P15) probe with 

frequency response up to very high frequencies for spectral studies and wall-vicinity studies, (ii) a X-

cross Hot-Wires probe (Dantec 55R51) providing two velocity components and Reynolds stress 

measurements. For each acquisition point, a signal of 30 \ is acquired at H'ij � 100 k2� (Analog low-

pass filter at Hil`amm � 30 k2�). The current work presents results measured across the wall-normal 

profile visible in red in Figure (7), distant of  1950 ZZ from the inserted grid. 

 
Figure 7: Schematic visualization of the wind tunnel working section. The studied profile is highlighted in red. 

3.2 Roughness characterisation 

In order to reproduce the surface layer of the ABL (see Figure (1)), the Jensen similarity criterium [14] 

requires that the “roughness length” ℎ� of the considered terrain is represented at scale in the wind 

tunnel. By default, the wind tunnel is in a “smooth configuration“ (flat aluminium plate with measured ℎ�nAaa`o � 0.0025 ZZ comparable to estimations from [15] at the considered Reynolds number). 

Adding LEGO® Baseboards on the flat plate leads to the “rough“ configuration (characterized with ℎ�pqrs � 0.13 mm, comparable with the estimation by Counihan (1969) [6]). 

3.3 Definition of the 6 grids  

In the present work, six different grids were designed in order to fit within the SCL-PIV wind tunnel 

(Fig. 8). The five first grids (a-e) are designed in order to generate the same logarithmic mean flow with 

an artificial roughness ℎ�a4tBi`_uB/2 � 4.5 V 10:v (compatible with the LEGO® Baseboard roughness). 

The grid (f) has a slightly higher artificial roughness input ℎ�a4tBi`_uB/2 � 10:w. All the grids, except 

the one in (d), are designed using the McCArthy (1964) [12] model. Grids (a-c) differs only in their 

prescribed distribution of levels, impacting the resulting design. The grid (d) is derived through 

numerical solving of McCarthy’s main equation using a RK4 method. The configuration (e) is designed 

with the above grid design algorithm with removed horizontal structural bars and with a high number 

of levels (500). It is comparable in its principle with the “spires“ introduced by Irwin (1981) [16]. 
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(a) MIG-log-LEGO_N9 
9 levels of same height. Designed with 

the McCarthy model (1964) [19]. 

 ℎ� 2⁄ � 4.5 V 10:v. 7AB'- � 0.2 7A'y � 0.389  

(b) MIG-log-LEGO_N15 
15 levels of same height. Designed with 

the McCarthy model (1964) [19]. 

 ℎ� 2⁄ � 4.5 V 10:v. 7AB'- � 0.2 7A'y � 0.442 

 

(c) MIGnh-log-LEGO_N15 
15 levels of increasing height (power law 

of the altitude). Designed with the 

McCarthy model (1964) [19]. ℎ� 2⁄ � 4.5 V 10:v. 7AB'- � 0.2 7A'y � 0.597  

(d) MIGnh-rk4-log-LEGO_N15 
15 levels of increasing height (power law 

of the altitude). Designed with the 

numerical solving (RK4) of Equation (2) 

[19]. ℎ� 2⁄ � 4.5 V 10:v. 7AB'- � 0.2 7A'y � 0.630 

 

(e) MIG-spires-log-LEGO_N500 
500 levels. No horizontal bar. Only three 

vertical bars at each level, leading to 

three spires. Designed with the 

McCarthy model (1964) [19]. ℎ� 2⁄ � 4.5 V 10:v. 7AB'- � 0.2 
 

(f) MIG-log-1e-3_N9 
9 levels of same height. Designed with the 

McCarthy model (1964) [19]. 

 ℎ� 2⁄ � 10:w. 7AB'- � 0.2 7A'y � 0.413 

Figure 8: Main characteristics of the 6 grids designed using the algorithm of the previous section. The grids are 

all 3D printed in PLA with a 100% fill. 2 � 290ZZ. 

4. First experimental investigations 

4.1 Grid-generated mean flow profiles 

The measurements by X-cross hot-wire at the wall-normal profile given in Figure 7 downstream of the 

grid “MIGnh-rk4-log-LEGO_N15“ is presented in Figure (9). Similar conclusions can be drawn for the 

other grids (to the exception of the “MIG-spires-log-LEGO_N500“). 

  
(a) Smooth wall configuration (b) Rough wall configuration 

Figure 9: Mean longitudinal mean flow velocity profile measured at position { � 1950 Z downstream of 

MIGnh-rk4-log-LEGO_N15. 
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In Figure (9a-b), two different regions are visible: a wall-region of approximately the same height as 

the natural boundary layer growing in empty vein configuration, and a center vein region (roughly 

between 0.2H and 0.8H). The profiles within these two regions are fitted by logarithmic laws in order 

to estimate their equivalent friction velocities and roughness lengths. The 95%-confidence intervals 

for the estimation of roughness length are presented as continuous lines on the x-axes in Figure (9).  

Downstream of all the grids introduced above, the center vein region is shown to depend mainly on 

the grid characteristics, showing a good match with the expected mean flow profiles (i.e. the expected 

artificial roughness lengths).  

The wall-region seems to remain almost entirely influenced by the wall itself. Surprisingly, the attempt 

of reaching roughness similarity lead to larger discrepancies, except for the “spires” configuration 

which shows a very good match with the expected mean flow even within the wall region. This reveals 

that the geometric differences between grid and spires have a significant influence on the interaction 

with roughness. This is probably due to the larger vortex structures produced by spires, which enable 

a coupling of flow layers over a significant range of altitudes (as explained by Cook (1978) [3]). 

Downstream of passive grids, turbulent structures scale with the mesh size (e.g. [17,18]) and are 

probably too small to produce the same mixing effect as spires. 

4.3 Grid-generated turbulence intensity 

The streamwise turbulence intensity measured at the same location for “MIG-nh-rk4-log-LEGO_N15” 

(d) and “MIG-spires-log-LEGO_N500” (e) are presented in Figure (10). Conclusions with the other grids 

are similar to the one with “MIG-nh-rk4-log-LEGO_N15”.  

  
(a) Smooth configuration (b) Rough configuration 

 

Figure 10: Streamwise turbulent intensity measured by HWA in SCL-PIV at the location of the “IIIT9-

Center” profile. The profiles are compared to the ESDU85020 atmospheric model [19] adapted with 

the LEGO® Baseboard roughness length. 

80



 

From Figure (10), the “Smooth configuration” presents a turbulence level too low compared to the 

atmospheric case even close to the wall. As expected, the turbulence intensity increases when 

roughness is added, even though no clear changes are visible in the grid-affected center region. 

Contrary to “spires”, which maintain high turbulence intensity far from the wall, the grid generated 

turbulence decay quickly to values smaller than 3%, in accordance with previous observations (Cook 

(1978) [3]). Such conclusion may be mitigated by the development a turbulence prediction model 

that could be taken into account within the grid design process. 

5. Turbulence intensity model  

5.1 Fractal grid-generated turbulence evolution 

Previous studies focusing on the turbulence evolution downstream of fractal grids validated a scaling 

law (Equation (2)) relating turbulence intensity with the downstream distance [20]. 

√2k� � 1~ � ��$-{∗^B'� � � {{∗^B'� ,∗� �8� 

Where k � L? 〈�′? E �′? E $′?〉, ~~2.88 and �� stands for the drag coefficient associated to one 

isolated grid bar. This scaling depends on the length scale {∗^B'� describing the position of the 

maximum of turbulent intensity. It can be interpreted as a characteristic streamwise interaction 

distance between two adjacent planar wakes. It is expressed as in Equation (9) (see [20]). 

{∗^B'� � � /-?
���$- �3� 

Where �~0.21 and �~0.24 are coefficients empirically deduced by Symes & Fink (1977) [21] and 

Gomes-Fernandes et al (2012) [20] respectively. The scaling of Equation (8) was experimentally 

validated for fractal and regular grids, as can be seen with the good collapse in Figure (12) obtained 

for several regular and fractal grids. 

 
 

Figure (11): Two interacting wakes. By 

definition, �L/? is the spanwise distance at 

which the velocity defect is half of its maximum 

value. From planar wake theory,  {′∗ � /-? ���$-⁄  [20]. 

 

Figure (12): Downstream evolution of normalized 

turbulence intensity for several fractal and regular 

grids. Extracted from [20]. 
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However, Equation (2) has only been validated for flows in absence of mean shear. Indeed, such 

collapse is not perfectly observed in Figure (13) which plots longitudinal profiles of turbulence intensity 

measured at the center of each grid level for grid (b). 

 

Figure (13): Longitudinal profiles of measured streamwise turbulence intensity at the center of each 

level of grid (b) in SCL-PIV wind tunnel, normalized according to the scaling law from equation (2). 

Therefore, an analytical model has been developed from the Turbulent Kinetic Energy (TKE) equation 

in order to predict this behaviour, relying mainly on an hypothesis of proportionality between the 

turbulent transport terms and the dissipation rate. In order to close this theoretical model, it is 

required to model the downstream evolution of both Reynolds stress � � 〈�′$′〉/!〈�′?〉!〈$′?〉 and 

streamwise integral length scale  �ll,y. This work has been undertaken empirically thanks to 

measurements downstream of the presented grids. The resulting turbulence prediction model is finally 

compared to experimental results. 
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1.  Introduction 

Urban immigration is increasing rapidly, and tall building (TBs) are contructed to tackle this 

issue. This means that cities around the world are getting bigger and taller significantly with 

the construction of isolated and clustered tall buildings. Such contsruction is supposed to 

have a huge impact on the microclimate within cities such as wind, temperatures, heat and 

pollutant concentration. Furthermore, a change in the microclimate directly impacts the 

aerodynamic performance of the building for instance wind loading. Hence, it is very 

important to understand the flow around these cylindrical structures. However, this comes 

with challenges, as studies using wind tunnel facilities require large domain scale and 

appropriate building size making it difficult to perform analysis. Most of the researchers have 

performed computational simulations in order to undertsand the impact of turbulent winds on 

cylindrical structures (TBs) and behaviour of the wind field within and immediately above 

the urban canopy. Such computational analysis requires high computational resources, which 

means that these studies are compromised when considering the size of urban area, number of 

tall buildings and spatial resolution. It is even more challenging for experiments and 

numerical simulations when tall buildings are considered as their wake lasts for a longer 

distance than low-rise buildings.   

The research  reported in this paper is part of the large project ``Fluid Dynamics of 

Urban Tall building clUsters for Resilient built Environments (FUTURE)``, which involves 

the University of Surrey and the University of Reading. The aim of this project is to tackle  

the above-mentioned challenges using a combination of different approaches such as high 

fidelity computational analysis, wind tunnel tests, and field observation. One of the foremost 

aim of this project is to gain a good undertstanding regarding the magnitude and spatial scale 

of the impacts of tall buidlings both single and clusters as well as the adverse effect on the 

microclimate and urban boundary layers.  

This project is currently in its initial phase, and this paper reports the results obtained 

so far. These inlcudes numerical simulations performed for (i) an infinite-height single square 

cylinder in smooth and turbulent flows, and (ii) a cluster of 2 × 2 square cylinders with a 

height-to-cylinder-width ratio 4. Large Eddy Simulations (LES) embedded in OpenFOAM 

and PALM-4U were performed using the high-performance computing (HPC) facilities at 

University of Southampton, and on the national supercomputing system ARCHER2. 

 

2.  Computational Setup 

Two cases are considered: (i) Case 1 represents a single building with dimensions of b×b×h, 

where h is the height of the building equal to domain height 15b; (ii) Case 2 represents 2×2 

buildings with the dimensions of b×b×h where the height of building is approximately 1/4 of 
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the domain height. Case 1 is mainly considered for the sake of validation, while Case 2 would 

be the focus of this paper. The considered configuration for Case 2 is shown in Fig. 1. It 

consists of four-square buildings present inside the domain. The width of the building is b 

and the height is 4b. The domain size for both cases is 30b×24b×15b in streamwise, cross-

stream and vertical directions, respectively. For Case 1, the origin is placed at the centre of 

the cylinder at 7.5b from the inlet, 22.5b from the outlet, and 12b from the two lateral sides. 

For Case 2, the origin is placed at the centre of the cluster at a distance of 8.5b from the inlet, 

21.5b from the outlet, and 12b from the two lateral sides. The blockage ratio is 1%, which is 

considered suitable to avoid boundary effects. 
            Parallelized LES model (PALM-4U) was used (Raasch and Schröter, 2001). The 

model is based on the filtered, incompressible Navier-Stokes equations in Boussinesq-

approximated form.  A synthetic turbulence generator  implemented in PALM was used to 

provide turbulent inflow conditions. The method is based on the work of Xie and Castro 

(2008) and Kim et al. (2013).  
For both cases, dirichlet boundary condition was applied at the left boundary 𝑈∞ =

1𝑚/𝑠) whereas a zero gradient boundary condition ∂ui/∂x = 0 is used at the outlet. A periodic 

boundary condition was applied at the two lateral (north and south) boundaries, while  

Neuman (free slip) boundary condition was used for the top  boundary.  No-slip wall 

boundary condition was used for the bottom boundary. For Case 1, initialization was done for 

5 hours which corresponds to 10 flow passthroughs, and averaging was performed for 15 

hours  corresponding to 30 passthroughs. For Case 2, initialization was done for 5 hours, 

while averaging was performed for 10 hours (20 passthroughs).  

A uniform mesh was used for both cases to acquire a good mesh quality. For both 

cases,  a total 900 (x) × 720 (y) × 300 (z) grid cells were used, and 30 grid cells along the 

length b was used (See Table 1).  160 CPUs were used for all the simulations, and the wall-

clock time for Case 1 was 22 hours whereas the wall-clock time for Case 2 was 20 hours. 

 

Table 1: Grid number and domain size for the two cases. 

 

 𝑁𝑥 𝑁𝑦 𝑁𝑧 𝐿𝑥 𝐿𝑦 𝐿𝑧 

Case 1 900 720 300 30b 24b 15b 

Case 2 900 720 300 30b 24b 15b 

 

 

85



 
 

  
 

Fig. 1. Sketch of the domain with a cluster of 2×2 square buildings.  The coordinate origin is 

on the ground at the centre of the cluster.  The building height is 4b and the domain height is 

15b.  

 

3.  Validation – CASE 1 

For the validation purpose, two different sets of settings were used using PALM-4U. The first 

one considered was a single cylinder with a height equal to the domain height having a 

smooth inflow at the inlet. The second one considered was same as the first in terms of 

configuration, except a turbulent inflow condition was implemented at the inlet. For both 

simulations, the results obtained using PALM-4U were compared with the LES data from 

OpenFOAM and experimental measurements from Lyn et al., (1995) both having a smooth 

flow at the inlet. A much finer mesh was used for the simulation performed using 

OpenFOAM (i.e., 200 points along b). For the OpenFOAM simulation, perodic boundary 

conditions were used for the top and bottom boundaries with the domain height h=4b.  

        Table 2 shows detailed inflow turbulence settings. It is important to highlight that in the 

experiments conducted by Lyn et al. (1995) a turbulent intensity of 2% was specified at the 

inlet, while for the single cylinder with turbulent inflow a turbulent intensity of 10% was 

provided at the inlet.  Figure 2 shows the mean velocity and turbulent statistics on the central 

horizontal plane at half height, where it is expected to have negligible effect from the top and 

bottom boundaries. Discrepancies are visible in Fig. 2 between different cases as the 

turbulence at the inlet can induce change in the flow features in the wake region of a square 

cylinder (Tamura and Ono, 2003). For instance, a change in the length of the recirculation 

bubble. For the smooth and turbulent flow cases in the current LES using PALM-4U, the 

lengths of the recirculation bubble are 0.82b and 1.22b respectively. For the smooth flow 

case, this is consistent with numerical data from OpenFOAM keeping in mind that a much 
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finer mesh was used for the analysis performed using OpenFOAM. For the turbulent flow 

cases, again the agreement is good with experimental data from Lyn el al., (1995) given that 

the turbulent intensity is not same at the inlet. Furthermore, the increase in the bubble length 

for the the case of turbulent flow in comparison to smooth flow aligns with the findings of 

Tamura and Ono (2003), where for a square cylinder in higher turbulent intensity 

(𝜎𝑢 𝑈 = 0.13⁄ ) flow, the reattachement of shear layer on the cylinder sides occurs at irregular 

intervals which results in the shifting of dividing point in the wake region. 

 

Table 2: Comparison of the recirculation bubble length (Lf ) with numerical data and 

reference.  

Cases Lf 

Smooth Inflow (PALM-4U)                                   

FST TI=10% (PALM-4U) 

0.82b 

1.25b 

Smooth Inflow (OpenFOAM) 

 

0.67b 

FST TI=2% Experiment (Lyn et 

al. 1995) 

1.37b 
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Fig. 2.  Streamwise velocity �̅� 𝑈∞⁄  (top), Reynolds normal stress 𝑢′𝑢′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄  (middle) and 

𝑣′𝑣′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄  (bottom) along the wake centreline at half height. Comparison with the 

experimental measurements by Lyn et al. (1995) and LES using OpenFOAM.  

It can be clearly seen from Fig. 2 that the streamiwse velocity for the turbulent inflow 

shows a good agreement with experimental measurements of Lyn et al. (1995) in near 

cylinder region for x/b = 4. The agreement between smooth inflow cases (PALM-4U and 

OpenFOAM) is also good regardless of the difference in mesh size. The difference in the 

wake region is perhpas no surprise as according to literature (Sohankar et al., 2000, Cao and 

Tamura, 2016) an over-prediction of the streamwise velocity usually occurs in this region. 

The discrepancies between the two smooth inflow cases (PALM and OpenFOAM) are likely 

due to different resolutions. 

Fig. 2 also highlights that the streamwise Reynolds normal stress 𝑢′𝑢′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄  and 

cross-stream Reynolds normal stress 𝑣′𝑣′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄  for the turbulent flow case shows a good 

agreement with the experimental measurements from Lyn et al. (1995), albeit the different 

turbulent intensities imposed the the inlet. Similarly, for the smooth inflow case, the results 

obtained through PALM-4U and OpenFOAM are overall consistent. However, interestingly, 

it could be seen that Reynolds normal stress 𝑢′𝑢′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄ and cross-stream Reynolds normal 

stress 𝑣′𝑣′̅̅ ̅̅ ̅̅ 𝑈∞
2⁄  for the turbulent flow case are significantly less as compared to the smooth 

flow case. This is due to the fact that the lead-edge vortices (LEV) which originates from the 

leading edge of the cylinder  are  broken down by the incoming freestream turbulence, 

particularly in the along-cylinder direction, which consequently diminishes LEV generated  

turbulent fluctuations (e.g. Daniels et al. 2016). 
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Fig. 3.  Streamwise velocity �̅� 𝑈∞⁄  along the wake centreline (y=0) at half height. 

Fig. 3  shows the streamwise velocity at z = 7.5b over  much longer distance i.e x/b = 

24. For turbulent flow, it can be seen that at x/b = 22, the velocity has recovered to 80% of 

the velocity specified at the top boundary of the inlet (𝑈∞ = 1𝑚/𝑠). Furthermore, Fig. 3 also 

indicates that turbulent flow recovers faster as compared to smooth  inflow however a full 

recovery would occur over a much longer distance. As  the atmospheric boundary layer is 

often turbluent, a turbulent intenisty of 10% considered in the paper is closer to the real-life. 

The results of the freestream turbulence case about the wake recovery is more realistic as 

comapred to the smooth flow case.  

4.  Results of  a 2x2 building cluster 

This abstract highlights the results for Case 2 which represents a cluster of 2×2 finite-height 

square cylinders. Figure 4 shows the contours for the time-averaged U component of the 

velocity at half height (z =2b) with turbulent inflow. A jet region with a high velocity 

magnitude can be clearly seen at the centre of the cluster. Furthermore, two low speed wake 

regions are present at the leeward sides of the two rear buildings. These two low speed wakes 

merge at a certain distance in the wake region, which will be discussed further for Fig. 7.  
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Fig. 4. Time-averaged streamwise velocity contours for a cluster of 2 × 2 finite-height square 

cylinders at half height. 

Figure 5 show time-averaged spanwise velocity profiles which were plotted at various 

streamwise locations at half height of the cluster.  Figure 5 shows that for x=7b, the two low-

speed wake regions (i.e., at y = b and y = -b) are still visible and are not merged, while high 

peak velocity at y = 0 represents the end of the jet region. The two low speed wakes merge 

approximately at x=8b. 

 

Fig. 5.   Time-averaged streamwise velocity 𝑈 𝑈∞⁄  along the cross-flow direction at half 

height (z=2b). 
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Figure 6 shows time-averaged streamwise velocity profiles at different cross-flow y 

locations at the half building height.  The profile ‘y = avg of b and –b’ is the averaged 

velocity at y = b and y = -b. Figure 6 shows that the merging location of the two low-speed 

wake regions (see Fig. 5) is the point where the curve for ‘y = avg of b and -b’ intersects with 

that for  y=0. It is important to compare Figs. 6 to 3 on the recovery of the streamwise 

velocity in the wake region.  Figure 3 shows that the time-averaged streamwise velocity at the 

cylinder centre (y=0) recovers to approximately 70% of 𝑈∞ at x=8b for the three cases.  

Figure 6 shows that at x=20b, the time-averaged streamwise velocity at the cylinder centre 

(y=0) recovers to approximately 62% of the inlet velocity at the same height, while at x=24b, 

the time-averaged streamwise velocity is recovered to approximately 70%. This suggests that 

the characteristic length scale of the cluster is between 2.5b and 3b.        

Figure 7 shows the merging location of the two low-speedwake regions at different 

heights. In the region z = 2.8b-3.5b the sudden change of the reduction rate of the 

downstream distance (to the centre of the cluster) of the merging point is likely due to the 

short-time average error. This suggests that the wake flow of the cluster is highly three-

dimensional, which might not be supprising.  Given the cluster height is 4b,  the characteritic 

length scale of the cluster in the streamwise direction is more than 2b, resulting in a height-

to-width ratio of the cluster less than 2.   

 

 

 

Fig. 6. Time-averaged  streamwise velocity 𝑈 𝑈∞⁄  at different y locations at the half building 

height. The discontinities in the ‘y=avg of –b and b’ represent the two cylinders.  
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Fig. 7. The downstream distance (to the centre of the cluster) of the merging point of two 

low-speed wake regions at different heights. 

 

5. Conclusion 

In the first half of the  paper, large-eddy simulations were performed for a single infinite 

length square cylinder in smooth and turbulent inflows. It was observed that for a turbulent 

flow, velocity recovers much faster to its original value specified at the inlet as compared to a 

smooth flow. This result is indeed quite realistic because in real-life the turbulent effects are 

dominant in atmospheric boundary layer. In the second  half of the  paper, large-eddy 

simulations were performed for a 2×2 array of finite-height square cylinders in a turbulent 

boundary layer.  We found the streamwise characteristic scale at the half building height is 

between 2.5b and 3b by comparing the wake recovery to the single cylinder case.  

Investigation was also performed on the merging point of the two low-speed wake regions 

behind the two rear buildings. It was observed that the merging point tends to be delayed at 

the half building height, while for the building top it recovered the quickest. Further 

investigation will be performed on the effects of different turbulent intensities, integral length 

scales, atmospheric boundary layer height, and thermal stratification conditions, effects. 

These results will be reported in the workshop.  
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Introduction 

Taylor's hypothesis about frozen turbulence [1] says that if the turbulence intensity is small 

compared to the mean velocity then the advection of a turbulent flow field past a fixed point can be 

taken entirely due to the mean flow. This means that in the “frozen turbulent field” spatial and 

temporal dimensions can be interchanged. Although the main assumption of Taylor's hypothesis is 

not met in the atmospheric boundary layer (the intensity of turbulence is usually between 10 and 

20%) the hypothesis is commonly used to calculate integral length scales of turbulent fields from 

point measurements. Particle image velocimetry with high temporal resolution (TR-PIV) allows us to 

analyze both temporal and spatial cross-correlations in the turbulent flow fields and to evaluate 

obtained results.   

Experimental Methods 

We investigated flow in 5 different boundary layers. Firstly, a set of 4 canonical boundary layers 

developed over homogeneous rough surfaces was studied, see Fig. 1. Setups S4_8, S4_6, S4_4, and 

S4_2 had the surface roughness made of thin erected plates with dimensions 4 x 4 x 1 mm (width x 

height x thickness) arranged in staggered rows. The distance of the roughness elements was 32, 24, 

16, and 8 mm in both directions, respectively, which makes the setup S4_8 the less rough one and 

the setup S4_2 the roughest one. The measurement campaign was conducted in an open blowing-

type wind tunnel of the dimensions 0.25 m, 0.25 m, and 4.20 m (width, height, and length). The 

characteristics of developed boundary layers can be found in [2]. 

Secondly, we investigated the model of ABL over the complex terrain in an open blowing-type wind 

tunnel of the dimensions 1.5 m, 1.5 m, and 25 m (width, height and, length), see Fig. 2. The 

meteorological observatory Kopisty and its surrounding were modeled on the scale 1:1333. The 

approaching atmospheric boundary layer was modeled in the same scale and its characteristics 

agreed with the table data of rough ABL according to [3]. The two wind direction was investigated. 

The 220° direction where the wind flows over a hilly and forested area and the 300° direction where 

the landscape is flat with some industrial and water areas. 

In both cases, we used time-resolved particle image velocimetry (TR-PIV) which utilized the diode-

pumped Nd:YLF laser and VEO cameras (resolution 1280 × 800 pxs). The investigated horizontal area 

covered 140 × 90 mm in a longitudinal and transversal direction in the case of the canonical BLs and 

300 x 200 mm in the case of the Kopisty model. The spatial resolution was 0.11 mm and 0.23 mm per 

pixel, respectively. The data were pre-processed by an adaptive PIV algorithm with a 32 x 32 pixels 

interrogation area and 50% overlap. Each measurement consisted of 6200 double-frame snapshots 

and sampling frequency fS varied with the free stream velocity to capture flow field dynamics. The 

average advection distance between two consecutive snapshots was about 1/20 of the field of view  
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(approx. 70 pxs). The reference velocity was 14 m/s for the canonical BLs and 5 m/s for the Kopisty 

model. 

 

Figure 1: Rough surfaces geometry. The whole floor of the wind tunnel was covered by roughness elements. 

 

Figure 2: Model of the meteorological observatory Kopisty. 

Spatial correlations 

The computational methodology of the spatial and temporal correlations as well as the derivative 

variables will be explained in the example of the canonical BL above surface S4_4 at the height of 30 

mm which corresponds to 0.3δ (δ is boundary layer height).  

Two-point correlation map of longitudinal velocity fluctuations ruu is shown in Fig. 3, upper figure. 

The correlation isolines create an oval with the longer axis oriented along the wind direction. The 

black bold lines depict the correlation isolines of ruu = 0.5 and ruu = 1/e, where e = 2.718 is the Euler 

number.  There are distinct side minima of ruu in the lateral direction. The cut of the correlation map 

together with the threshold values in the along-wind axis is shown in Fig. 3, lower figure. The 

distance where the correlation curve decreases to the value of 1/e, Lruu= 0.368, is one of the 

definitions of the integral length scale. Another definition is the area integral of the correlation curve. 

In the ideal case, where the correlation curve has an exponential shape, these two definitions are 

equivalent. In the BL flows, the integral definitions usually give about 50% higher values. 

The integral length scales Lruu reaches values comparable in order of magnitudes with the BL height. 

The full-scale equivalent of the integral length scales measured on the Kopisty model is in order of 

several hundred meters. 
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Figure 3: Spatial distribution of two-point correlations at 0.3δ above surface S4_4 (upper figure). Two-point correlation 
curve along the flow direction (lower figure). 

Temporal correlations 

Time series of longitudinal velocity fluctuations measured at point [0;0] was used to calculate the 

autocorrelation curve, which is shown in Fig. 4. The same correlation thresholds 0.5 and 1/e were 

used to obtain an integral time scale which isn’t universal variables, but depends on the local wind 

speed. The temporal axis is therefore transformed to the spatial axis by the use of the local mean 

velocity Ulocal. The temporal (autocorrelation) and spatial correlation curves can be compared using 

the spatial axis (Fig. 4, right). The curves are very close and the difference in the integral length scales 

is less than 10%. 

 

Figure 4: Autocorrelation function at at 0.3δ above surface S4_4 (left). Autocorrelation function and two-point correlation 
function along the flow direction (right). 
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Spatio-temporal correlations 

Spatio-temporal correlation can be computed from the TR-PIV measurement. The maps in Fig.5 are 

calculated as two-point correlations of the longitudinal velocity fluctuations at each point where the 

first time series is fixed at the point [0; 0] and at the time t=0. The second time series are covering 

the whole measured field with different time lags. The maximal correlation ruu=1 is reached only at 

the point [0;0] and time t=0. For the increasing lime lag, the maximum correlation weakens and it 

drifts along the flow.  

 

Figure 5: Two-point correlation maps with different time lags. The wind blows from the bottom, setup S4_4, z=0.3δ. The 
isolines depict ruu=0.5 and ruu =1/e.  

Integral length scales 

Two means how to calculate the integral length scales are compared in Fig. 6. The integral length 

scales were set as a distance (or the time lag multiplied by the local velocity) where the correlation 

curve decreases to the value 1/e (the similar results were obtained with the threshold correlation 

value 0.5, not shown here). It is obvious that the differences between these two modes are 

comparable with the overall result uncertainty. The canonical BL over smoother surfaces has longer 

integral length scales if scaled by the boundary layer depth. The differences between different wind 

directions on the model of Kopisty Observatory are negligible.   

Integral velocities 

Let us define the Taylor velocity UTaylor which will be defined as a ratio of integral length scale L 

obtained from the spatial correlation field (Fig. 3) and integral time scale T obtained from the 

temporal autocorrelation curve (Fig. 4)  at the same point. 

������� =
����
����
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Figure 6: Integral length scales as a function of height. The full symbols depict Lux computed from autocorrelation 
functions, the empty symbols from the two-point correlations.  

We can also define the Convective velocity Uconv as a velocity of the drift of the maximum spatio-

temporal correlations (Fig. 5). We calculated Uconv as a least-square fit of a linear function to a graph 

of a maximal correlation distance versus correlation lag time (derived from Fig. 5). The Taylor 

velocity, as well as Convective velocity (together called Integral velocities) should be equal to the 

local velocity Ulocal in the ideal case.  

Fig. 7 and 8 show the ratios of the Integral velocities Uconv and UTaylor over Ulocal  as a function of the 

height and surface roughness. The integral velocities tend to be slightly faster than the local 

velocities in the lower parts of the canonical BL (up to 0.15δ, this upper region of the inertial 

sublayer), while they are slightly faster in the upper part of BL. This effect is stronger above smoother 

surfaces than above rougher ones.  

 

Figure 7: Convective and Taylor velocities in the canonical boundary layers as a function of the surface roughness and the 
height. 
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Figure 8: Convective and Taylor velocities in the ABL model (Observatory Kopisty) as a function of the full-scale height. 

The data from the flow at the Kopisty Observatory confirms the previous findings, although they are 

more scattered. In the higher elevation, we found slower Integral velocities compared to the local 

velocity. The Integral velocities are higher above the smoother surface (approach wind direction 

300°), which is in good agreement with our previous study (see below and [4]). 

In our previous study [4], we derived the Convective velocity from the spatio-temporal correlations in 

the vertical plane (the TR-PIV field of view was oriented vertically and covers the whole extent of the 

BL, Fig. 9, left). In this case, we track the maximum of the two-point correlation field in the 

longitudinal direction as a function of the lag time. The Convective velocity was set as analogically. 

We found the same tendency as in the horizontal planes – Convective velocities were faster than 

local velocity close to the surface and slower in the upper part of BL, see Fig. 9, right. The differences  

 

Figure 9: (left) Map of the two-point correlation functions in the vertical plane over rough surface M3. (right) Convective 
velocities are derived from the spatio-temporal correlations in the vertical plane. Rough surface M2 is the less rough, and 

M5 is the roughest. The size of the scatter is proportional to the free stream velocity. Figure adopted form [4]. 
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between the Convective velocity and the local velocity are higher (up to 20% close to the surface) 

and the elevation where both velocities are equal is higher (between 0.3 and 0.7δ). The higher 

difference between Convective and local velocities may be caused by the biased contribution of the 

vertically profuse large organized structures. Those structures are connected with the fast flow in the 

upper of BL and bring higher momentum close to the surfaces. Such structures may have a smaller 

horizontal extent and therefore they may contribute less to the spatio-temporal correlation field in 

the horizontal plane. More investigation into this topic is needed. We plan to use 3D velocity field 

from the numerical simulation to reveal how different 3D organized structures appear in 2D planes 

(typical experimental setup of TR-PIV) and how to interpret results obtained based on 2D data.   

Conclusion 

We experimentally investigated a flow field over 4 different rough surfaces and over a model of a 

landscape on the scale 1:1333. We computed temporal, spatial, and spatio-temporal correlations and 

compared respective integral time and length scales. The smoother surfaces exhibit longer integral 

scales when scaled by the boundary layer depth.  The differences between integral length scales 

based on spatial and temporal correlation functions was small, comparable to the overall 

computation uncertainty. The Convective velocity as well as Taylor velocity was faster than the local 

wind speed close to the ground and it was slower than the local velocity above the inertial sublayer. 

The effect of the surface roughness on the convective velocities was negligible.  
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Abstract 

Fibre-optic based Doppler wind lidars (DL) are able to retrieve vertical profiles of kinematic 

quantities across the lower atmosphere with high spatio-temporal resolution. Especially short-

term forecasting would benefit from assimilating their data which renders these compact 

systems promising candidates for operational use in future observing networks. Here, we 

illustrate the DL measurement principle and introduce the different scan configurations and 

the methods which have been realized and tested at the Lindenberg Observatory. These 

include retrievals for mean wind, turbulent kinetic energy (TKE), eddy dissipation rate, 

momentum fluxes, integral length scales and wind gusts. 

Assessing the mean wind product, we present results from a long-term comparison at 

Lindenberg using a 482 MHz radar wind profiler and 6-hourly radiosonde ascents as references, 

and from a side-by-side comparison of eight Halo Photonics “Streamline” DLs during the 

FESSTVaL 2021 field experiment (Field Experiment on Sub-mesoscale Spatio-Temporal 

Variability in Lindenberg). The TKE and wind gust observations are compared to a sonic 

anemometer located at the boundary layer site Falkenberg tower in 90 m altitude. All three 

products – wind, TKE and gusts – show good agreement with their respective references. 

Additionally, case studies emphasize the potential of DLs to characterize enhanced turbulence, 

e.g. in the shear zone below the axis of a nocturnal low-level jet. 

Keywords: Doppler Lidar application, operational observing networks, wind, TKE, gusts 

1. Introduction 

The first efforts to measure atmospheric winds using the Doppler frequency shift of laser light 

backscattered from moving atmospheric particles date back more than 50 years. These earliest 

Doppler instruments relied on continuous-wave lasers, detectors cooled with liquid nitrogen, and 

analog signal processing [1-2]. Since then, technology evolved rapidly and the Doppler lidar (DL) has 

been utilized to investigate various atmospheric processes, including wind shear and boundary layer 

turbulence. DL systems use either direct or coherent measurement methods. The latter use 

wavelengths in the infrared range, which allows observations over large distances with small 

measurement error and they require less laser power. With the help of solid-state laser transmitters 

for wavelengths of 2 and 10 µm, mobile systems on land, ship and aircraft platforms could be realized 

in 1990s with great success [3-4]. 

Because such instruments were expensive and needed frequent regular maintenance, they have been 

mainly deployed for research. But nowadays, fibre-optic based Doppler wind lidars with coherent 

design and with wavelengths around 1.5 µm are widely used for both meteorological research and in 

the wind energy sector [5-7]. These compact and rather inexpensive systems are able to obtain vertical 
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profiles of the mean horizontal wind vector in the atmospheric boundary layer as well as in optically 

thin cloud layers in the free troposphere with high spatio-temporal resolution. Especially short-term 

forecasting would benefit from assimilating their data which renders these compact systems promising 

candidates for operational use in future observing networks of meteorological and environmental 

services, because convective-scale forecast also needs convective-scale observations [8]. Therefore, 

Deutscher Wetterdienst (DWD) includes the assessment of DLs in its effort to evaluate ground-based 

remote sensing systems for their operational readiness. 

Here, we illustrate the DL measurement principle and introduce the different scan configurations and 

the methods which have been realized and tested at the Lindenberg Observatory. These include 

retrievals for mean wind, turbulent kinetic energy (TKE) and wind gusts. Further, we assess the mean 

wind product with a long-term comparison at Lindenberg using a 482 MHz radar wind profiler as 

reference. The TKE and gust observations are compared to a sonic anemometer located at the GM 

Falkenberg tower in 90 m altitude. Additionally, we infer challenges in using DLs to study atmospheric 

boundary layer processes. 

2. Methods 

The Doppler effect, first described by Christian Doppler in 1842 [9], describes the change in wavelength 

or frequency of a wave when the source and receiver move relative to each other. This change is called 

the Doppler shift and occurs in both sound waves and electromagnetic waves. In the case of a lidar 

system emitting light of frequency 𝑓0, an observer moving at velocity 𝑣 relative to the source sees light 

of frequency 𝑓1. 

𝑓1 = 𝑓0(1 + 𝑣
𝑐⁄ ), (1) 

where 𝑐 is the speed of light. Thus, the Doppler shift is always proportional to the relative velocity 

between transmitter and receiver and for changes in frequency one can write. 

∆𝑓 = 𝑓1 − 𝑓0 = 𝑓0(𝑣
𝑐⁄ ). (2) 

With lidar and also with sodar and radar, it should be noted that the Doppler effect occurs twice, since 

the photons emitted by the lidar travel the path along the line of sight twice before they are detected 

[10]. Thereby the scatterers act both as a moving receiver for the light emitted from the instrument, 

𝑓0 to 𝑓1, and as a moving transmitter for the backscattered fraction of the light signal, 𝑓1 to 𝑓2. 

𝑓2 = 𝑓1(1 + 𝑣
𝑐⁄ ) = 𝑓0(1 + 𝑣

𝑐⁄ )² ≈ 𝑓0(1 + 2𝑣
𝑐⁄ ), (3) 

which implies a Doppler shift of 

∆𝑓 = 𝑓2 − 𝑓0 = 2𝑓0(𝑣
𝑐⁄ ). (4) 

For a wavelength of 1.5 µm and a line of sight (LOS) velocity of 1 ms-1 this shift is just 50 pm, which 

presents a challenge to the measurement architecture. Generally, for lidar systems parameters related 

to the signal strength and backscattered intensity can also be derived, which renders DLs useful as a 

multipurpose instrument (see Table 1). The primary quantities of interest, such as the attenuated 

backscatter coefficient (𝛽), the wind speed (𝑊𝑆) and direction (𝑊𝐷) as well as turbulence measures 

need to be retrieved from the observed quantities, Doppler shift and signal strength. Here, we want 

to focus on wind related quantities but the remaining quantities can be also very helpful, especially in 

combination with other remote sensing instruments, e.g. in characterizing the boundary layer [11]. 

Note that during a measurement a large number of pulses (𝑁, in the order of 10³ to 104) needs to be 

accumulated and that more pulses imply a better SNR/CNR as well as higher precision velocity 

measurements. 
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Table 1: Parameters measured by Doppler lidar, adapted from [10] 

Parameter Description Unit 

LOS speed, 𝑣𝐿𝑂𝑆 Wind speed in direction of the 
laser LOS, also called radial 
velocity 

m s-1 

Signal intensity Intensity of backscattered 
signal 

a.u. or dB 

Signal-to-noise ratio (SNR), 
carrier-to-noise ratio (CNR) 

Ratio of signal intensity (or 
carrier) to noise intensity 

a.u. or dB 

 

Firstly, observing the mean wind and other quantities requires a suitable scan geometry. At the 

Lindenberg Observatory we apply the well-known velocity-azimuth-display (VAD) technique, originally 

developed for radar [12] (Fig. 1). We use the VAD method in a stepped-stare setup with 24 different 

azimuth directions, a zenith angle of 15°, 30000 pulses per direction and a 30 min time window to 

reconstruct the wind field while a single scan cycle takes approx. 2 min [13]. Prior to the reconstruction, 

we detect the radial velocities related to the atmospheric signal according to a non-linear clustering 

technique, called consensus averaging [14], which is also used in the operational setup of DWD’s radar 

wind profilers (RWP). This method shows improved data availability without a reduction in data quality 

compared to the conventional filter approach of using a fixed SNR/CNR-threshold [5, 13]. Additionally, 

we apply quality flags to the retrieved winds according to thresholds based on the algebraic inversion 

problem at hand, namely the coefficient of determination (𝑅2), the problem’s condition number (𝐶𝑁) 

and also the minimum number of directions left after filtering (𝑛𝑣). The algebraic problem and its 

solution via singular value decomposition (SVD) is explained in equations (5-7). 

 

 

Figure 1 Stepped-stare VAD schematic for n=12 directions, adapted from [13, Fig. 1]. The blue cylinders show 
that the radial velocities for a single range gate are actually representative for a volume along the LOS. The 
length corresponds to the pulse duration, i.e. a few 100 ns. 
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Projection matrix 

𝐀 = (
sin 𝛼1 sin 𝜙 cos 𝛼1 sin 𝜙 cos 𝜙

⋯ ⋯ ⋯
sin 𝛼𝑛 sin 𝜙 cos 𝛼𝑛 sin 𝜙 cos 𝜙

) 

(5) 

VAD measurement 

�⃗�𝐿𝑂𝑆 = 𝐀 ∙ �⃗⃗� 

(6) 

Wind field reconstruction using SVD 

�⃗�𝐿𝑂𝑆 = 𝑠𝑣𝑑(𝐀) ∙ �⃗⃗� 

�⃗�𝐿𝑂𝑆 = 𝐔𝐃𝐕𝐓 ∙ �⃗⃗� 

 

Estimated solution 

⟹ �⃗⃗⃗⃗�
̂

= 𝐕𝐃−𝟏𝐔𝑻�⃗⃗⃗�𝐿𝑂𝑆 

(7) 

While DLs in a vertical scanning mode are often used to measure the turbulent energy dissipation 
rate, it is more difficult to derive TKE with a single DL. For this purpose, we also use a conical scan 
geometry, but in a continuous scanning mode (CSM) and with a specific zenith angle of 54.7°, in 
order to scale the horizontal and vertical parts of the TKE equally (see Equation (9)). This method was 
originally applied to Doppler radar observations [15]. It estimates the TKE from the fluctuations in 

radial velocities (𝜎𝐿
2) along a scan cycle which requires small and roughly constant azimuth 

differences. Here, a single scan cycle takes approx. 75 seconds which amounts to approx. 210 
different directions and a difference between two adjacent azimuth directions of approx. 1.7° (Fig. 2). 
This scan mode uses only 2000 pulses per direction, which leads to weak return signals and a 
reduction in data availability and quality. The TKE is related to the variance of the lidar estimated 
radial velocities, but the fact that the DL retrieval always represents a volume along the LOS makes a 

correction, 𝜎𝑡
2, necessary to account unresolved small-scale wind fluctuations due to the averaging 

over the pulse volume, plus a correction for instrumental noise, 𝜎𝑒
2 [17]. For a detailed description of 

this method, we refer to [15-17]. 
 

 

Figure 2 CSM schematic used to retrieve TKE with a single DL, adapted from [16, Fig. 3a]. In this figure, 𝛼 refers 
to the elevation angle and the azimuth angle is described by 𝜃. 
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TKE without correction, according to [15] 

𝑇𝐾𝐸 =
3

2
�̅�𝐿

2, 

(8) 

with 𝜎𝐿
2 =

1

2𝜋 sin 𝜙
∫ 𝑣𝐿𝑂𝑆

′ 2
𝑑𝛼

2𝜋

0

 

                =
1

2
(〈𝑢′2〉 + 〈𝑣′2〉 +

2

tan2 𝜙
〈𝑤′2〉) 

(9) 

TKE with correction, according to [17] 

𝑇𝐾𝐸 =
3

2
(�̅�𝐿

2 + �̅�𝑡
2 − �̅�𝑒

2) 

(10) 

Lastly, we also attempted to derive wind gusts with a scanning DL operated in CSM. Gust detection 

requires a fast scan cycle and measurements without the occurrence of velocity folding. Therefore, we 

reduce the cycle time to approx. 3.4 seconds with leaves us with approx. 11 independent azimuth 

directions, and in order to reduce the possibility of velocity folding the zenith angle is set to 28°. Due 

to the fast scanning mode, the number of pulses per direction is set to 2000, i.e. data quality and 

availability are also reduced. Wind gusts are identified for a chosen time window, here 10 min. 

Therefore, the mean wind speed within the time window as well as the wind speeds of individual cycles 

need to be derived. Thus, there are approx. 180 cycles per time window for CSM mode and only around 

25 for stepped-stare VAD. The largest of these single-cycle wind speed values is chosen as the 

maximum gust. While the mean wind is more robust, the individual cycle winds present a challenge to 

data filtering and to the “regression problem” [16]. 

 

 

Figure 3 CSM schematic used to retrieve wind gusts with a single DL, adapted from [16, Fig. 3g]. In this figure, 𝛼 
refers to the elevation angle and the azimuth angle is described by 𝜃. 

3. Results and Discussion 

For DWD, the long-term performance of the measured mean wind product is of high importance, 

because only a reliable instrument and product can be used in a future operational network. 
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Therefore, we compare the DL wind speeds with those observed with the operational RWP for the 

measurement period starting in 2016 until today. Figure 4 (top) shows high correlation between the 

two instruments with hardly any outliers. The height resolved difference reveal that the average 

difference is less than 0.5 ms-1 for all available heights and that the 1st and 5th percentile as well as 

the 99th and 95th percentile show increasing spread with decreasing data availability (Fig. 4, bottom). 

Overall, the instrument performance is very good and the DL mean wind product appears to be of 

the same quality as the RWP wind. However, the RWP’s data availability (not shown) is obviously 

much higher throughout the year and throughout the entire troposphere, while the DL’s product 

availability is mostly dependent on the extend of the atmospheric boundary layer with the exception 

of optically thin clouds in the free troposphere. 

 

 
Figure 4 Longterm (2016 until today) comparison of wind speeds observed with the Halo Streamline XR system 
at Lindenberg with the radar wind profiler as an operational reference: (top) scatter plot with occurences 
(shading); (bottom) height dependent statistics of wind speed differences paired with average product data 
availability (blue line). 

The TKE product is still in development, but Figure 5 (left) shows that the DL agrees well with the 

sonic anemometer at 90 m above gound level if the corrections outlined in [17] are included. If the 

TKE above 90 m is of the same quality, this method has not only great observational potential, but 

could also be used for model evaluation and development. On the downside, Figure 5 (right) shows 

that TKE information can only be retrieved from the lowest portion of the boundary layer which most 

often does not include processes at the top of the boundary layer. 
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Figure 5 (left) Comparison of TKE derived from the Halo Photonics Streamline DL measurements, without 
(green) and with (purple) correction, at the Falkenberg measurement site and from the sonic anemometer 
(black) mounted at the mast at 90 m above ground level for 1st July, 2021. (right) Time-height cross-section of 
TKE derived with from the DL for the same day. 

Last but not least, the wind gust detection and speed, also a product in development, can be 

validated with the same sonic anemometer located at the Falkenberg tower. Figure 6 compares the 

speed of mean wind and wind gusts observed with both instruments, respectively. Both depict a high 

correlation, even though the spread around the regression line of gusty winds is larger. This is 

highlighted by the slightly smaller 𝑅2 and RMSD values of the gust wind speeds compared to the 

mean wind speed. However, an RMSD of 0.58 ms-1 for gust speeds can be considered a very good 

agreement, considering the different measurement principles of the two instruments and it certainly 

illustrates the potential of the method. Through the measurements of vertical gust profiles, we hope 

to improve our understanding of events, such as frontal passages or thunder storms. 

 

  
Figure 6 Comparison of wind speed (left) and wind gust speed (right) at the Falkenberg measurement site 
measured with a Halo Photonics Streamline DL and with a sonic anemometer mounted at the mast at 90 m 
above ground level for the period between 18th May to 15th July, 2021. 
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4. Challenges 

All in all, the examples presented give just a glimpse of the capabilities of ground-based DLs. So far, 

we have restricted ourselves to single instrument retrievals and their validation. But multi-DL 

retrieval, such as virtual tower measurements, are another important use case. However, even 

though we can rely on reference instruments as the RWP for mean wind applications, finding 

references for TKE and wind gusts is a challenging on its own. In the future, we think that UAVs will 

help with this task. In addition, we note that a full overview of DL applications also needs to consider 

process studies. 

But, we want to point out that the advanced use cases presented today, e.g. the TKE retrieval, 

inevitably lead to weak backscattered signals. This increases the influence of noise, both instrumental 

and atmospheric, on the observations. New filter methods need to be developed and tested in order 

to deal with problems created by these setups [16]. 
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Abstract 

It is well known that flow within the Atmospheric boundary layer is not absolutely chaotic, but it 

contains some structures (so called coherent structures). Using mathematical methods, it is possible 

to reveal these structures in time-resolved data obtained for instance from PIV measurements or 

numerical modelling. Next to the widely used proper orthogonal decomposition (POD) arising from 

the singular value decomposition, there are methods producing complex eigenvalues and 

eigenvectors containing information about the cyclic propagation or pulsation of the coherent 

structures, frequency of their excitation, and decay time of the amplitude oscillation. As an example, 

we can mention  dynamic mode decomposition (DMD) and oscillating pattern decomposition (OPD). 

Both the methods (DMD and OPD) are based on computing the POD modes, but following algorithm 

is different. Within this contribution, I will evaluate the differences between these two methods on 

the PIV data and I will show how the paremeters choice within the algorithm influence the results. 
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Abstract 

The Transient Wind Forcing (TWF) wind-shear coupling method is tested by performing Large Eddy 

Simulation in two spherically periodic domains of different sizes. According to the TWF method, the 

velocity-time series extracted from a single observation point in the large model was used for 

controlling the horizontal components of the spatially distributed driving force in the small model. 

Turbulent flow over an idealized city was investigated. The model consists of square-based buildings 

arranged in a staggered configuration. The long-distance dispersion from ground level point sources 

was examined by attributing the numbers of periodic jumps (in x and y directions) to the tracked 

mass-less particles. The effects of building height and mesoscale atmospheric phenomena, e.g., the 

Coriolis force and stability, were studied. As a result of the Coriolis force, the wind direction changed 

significantly in the space between the buildings and at roof level. The performance of TWF coupling is 

assessed based detailed statistical comparison of the velocity and tracer concentration fields 

obtained from the large and small models. Both the flow and the concentration fields are successfully 

reproduced in the small model with the help of the TWF technique.  
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Abstract

Improving urban air pollution remains important, for which CFD is a powerful tool. However, RANS
is insufficiently accurate and LES is too computationally costly. Monotonicity preserving implicit LES
(MILES) is implicit LES using non-oscillatory finite volume methods. Both coarse grid LES and MILES
might lower the computational cost, at an acceptable accuracy. Dispersion around an array of cuboids
was simulated (CEDVAL B1-1 case), to determine the accuracy of coarse grid LES, MILES, and RANS, using
OpenFOAM. Three grid resolutions were used. The finest marginally resolved 80 % of the turbulent
kinetic energy. It was necessary to also perform the conventional LESs with a non-oscillatory scheme.
Even on the coarse grids, in general, both LES and MILES simulated the concentration more accurately
than a well tuned unsteady RANS simulation on the finest grid. The difference between switching the
subgrid scale model on or off was insignificant, but MILES was slightly faster than LES. MILES on the
coarsest grid was only 1.6 times slower than RANS.

1 Introduction

Reducing urban air pollution levels remains imperative [7], but an accurate prediction of pollutant dis-
persion in urban areas is not straightforward [18, 19]. CFD is considered a powerful tool for the prediction
of urban wind and dispersion patterns [6, 15, 18]. However, it is well known that the faster Reynolds-
averaged Navier-Stokes (RANS)method is insufficiently accurate [3] and that large eddy simulation (LES)
has a too high computational cost [2].
Using coarse grids reduces the computational cost of LES [4], which – luckily – seems possible at ac-
ceptable accuracy for urban dispersion cases [21, 13]. Moreover, indications exist that implicit LES (ILES),
more specifically monotonicity preserving ILES (MILES), is a suitable simulation method for marginally
resolved flows. In MILES, non-oscillatory finite volume methods (FVMs) are used, e.g. flux limiting
schemes such as the total variation diminishing (TVD) schemes. Theoretical indications exist, that such
methods result in the presence of an implicit mixed subgrid scale (SGS) model (i.e. SGS viscosity and
scale-similar) [11]. Mixed SGSmodels are suitable for complex geometries andmarginally resolved flows
(e.g. [1] and [16]). Several large scale urban dispersion MILES studies (e.g. [21]) attained high simula-
tion speeds and achieved a good accuracy using coarse grids. These studies were performed using the
FAST3D-CT code. Despite this success, no recent similar studies were published, likely due to the fact
that FAST3D-CT is not publicly accessible.

1
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2 Research summary and goals

The CEDVALwind tunnel experiment of flow and dispersion over a regular array of cuboids, the B1-1 case
(Figure 1), was simulatedwith RANS, LES, andMILES. The first goal was to determine how coarse the grid
can be, so that a wall-modeled LES still significantly outperforms RANS and to determine the resulting
computational cost. To achieve this goal, RANS and LES were applied on a grid that marginally resolved
80 % of the turbulent kinetic energy in the LES. Subsequently, two coarser grids were used for LES. The
second goal was determining whether MILES, as implementable using the standardly available tools in
the open source CFD software OpenFOAM (mostly TVD schemes), is a valuable strategy. In contrary to
what was performed in the theoretical analysis ofMILES in [11] and the convection algorithm of FAST3D-
CT [5], it is impossible in OpenFOAM to apply a flux limiting scheme to both instances of the velocity
in the convection term, which might result in a significant difference in accuracy as compared to the
FAST3D-CT code. However, the rationale for using OpenFOAM, is that it is free and open source, and
hence accessible to a large CFD community.

(a) Computational domain. A tracer was emitted from 4 inlets at the
bottompart of the leewardwall of the source building. The origin of the
coordinate system coincided with the source building bottom face cen-
ter. All buildings have the same dimensions, spanwise: 0.15 m, stream-
wise: 0.1 m, and vertical: 0.125 m. All spacings between the buildings
are equal: 0.1 m. The model scale is 1:200.

(b) CEDVAL measurement and model
sampling locations. The concentration
was measured and sampled in the ma-
genta plane, at z = 0.0075 m. The
mean velocity and stresses were mea-
sured and sampled in the blue planes,
at respectively z = 0.0625 m, y = 0
m, y = −0.05 m, y = −0.075 m, and
y = −0.125 m.

Figure 1: CEDVAL experiment and computational domain.

3 Governing equations

Simulations were performed with OpenFOAM v2012. For RANS and LES, respectively, the incompress-
ible LES and unsteady RANS equations were solved, supplemented with a scalar transport equation. In
all MILESs, the governing equations were identical to the LESs, but the SGS model was switched off.
Unsteady RANS was performed, because the values of several variables, e.g. the mean vertical veloc-
ity 〈w〉, at the sampling locations (Figure 1 (b)) differed substantially between iterations in a converged
steady RANS simulation (the residual decreases were also very small). For LES, the WALE SGS model
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was used. The cube root of the cell volumes was selected as filter width. For RANS, the k − ω SST
turbulence model was selected, because it previously demonstrated a good accuracy on the CEDVAL
B1-1 case [23]. In the scalar transport equation, the standard gradient diffusion hypothesis was applied,
with a turbulent Schmidt number, Sct, value of 0.2, the best performing setting among different tested
values by [23]. It should however be noted that said authors point out themselves, that Sct varies with
height in the atmospheric boundary layer (ABL) [12], while all concentration measurement points are
located at a very low height. Hence, adjusting Sct to obtain good concentration results at the single
measurement height likely reduces the accuracy at other heights. Even so, the eddy resolving methods
on the coarsest grid obtain much more accurate dispersion results than RANS performed on the finest
grid (see section 8.2).

4 Computational methods, domain and mesh

The domain dimensions can be viewed in Figure 1 (a). The base mesh was designed to be coarse but at
the same time accommodate an appropriate simulation of the approach flow, the ABL, and to be nearly
fully orthogonal. It was constructed in blockMesh, with x, y, and z spacings of 0.02, 0.01, and 0.0125
m respectively, without grading. The corresponding z+ value in the ABL was 140. A total of 3 meshes
derived from the basemeshwas used, where the grid spacing ofmesh 1 to 3 increased sequentially from
finest to coarsest (Table 1). If in this research a local refinement was performed in a mesh, this means
that the grid spacings in all directions of the concerning part of the domain were halved. For mesh 1,
one refinement around the buildings was performed. This allowed the LES to marginally resolve 80 %
of the turbulent kinetic energy (TKE). Besides, the average z∗ values on the buildings and the streets
were approx. 166 and 128, respectively, for the LES. Mesh 2 was the base mesh, where only the surfaces
of the tracer inlets were refined once. Mesh 3 was similar to mesh 2, except for the ABL grid spacings,
which were increased by a factor 1.25 in each direction. The average z∗ values in the LES on mesh 3
were 373 on the buildings and 255 on the streets.
With regard to the eddy resolving methods, it was observed that reaching steady state and obtaining
statistically converged mean variables and Reynolds stresses was possible, after reaching a simulation
time of 1800 s and averaging over 1600 s. For RANS, a simulation time of 600 s and an averaging time
of 200 s was necessary.

Table 1: Grid spacings of the meshes used for the CEDVAL case.
mesh 1 mesh 2 mesh 3

∆x ABL [m] 0.02 0.02 0.025
∆y ABL [m] 0.01 0.01 0.0125
∆z ABL [m] 0.0125 0.0125 0.015625

refinements around buildings 1 0 0
refinements of tracer inlets 0 1 1

5 Boundary conditions

A symmetry planewas applied at the top of the domain (Figure 1 (a)). A symmetry planewas also applied
at the lateral sides in the RANSmodel. In the eddy resolvingmodels, periodic boundary conditions were
applied at the lateral sides. The pressure, p, at the outlet was set to a constant static pressure and the
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other variables were set to zero gradient. At the bottom surface around the buildings, a rough wall
function (atmNutkWallFunction) was applied, with a surface roughness length, z0, of 0.00045 m. At
the buildings and the bottom surface between the buildings, a smoothwall function (nutkWallFunction)
was applied. At the tracer inlets in the RANS model, the average of the experimental velocity was set
(0.024 m/s). In the LES model, a synthetic turbulence generation method was applied to the tracer
inlets, namely the divergence free synthetic eddymethod (DFSEM). The settings applied to this method
were: a uniform average velocity of 0.024 m/s and isotropic turbulence with an intensity of 10 %. A
value of 1e-3 kg/m3 was set for the tracer concentration, at the tracer inlets.
In this research, it was possible to largely avoid the well-known problem of horizontal inhomogeneities
in ABL RANS simulations, which can also occur in LES when the computationally efficient method of
synthetic turbulence generation is applied [14]. In fact, the solution for this problem in LES from the
latter authors was applied in this research, where the input parameters of the turbulence generator
– in this research the DFSEM was applied at the inflow boundary – are changed, so that the correct
mean velocity and turbulence profiles are obtained at the location of interest in the domain. By using
as input the log law fitted profile of the mean velocity (friction velocity, u∗, equal to 0.33393 m/s and
z0 = 0.00045 m), the fitted profile of the shear stress 〈u′w′〉 – where u, v, and w are respectively
the x, y, and z velocity, ′ signifies the fluctuating part, and 〈〉 the mean – and alterations of the fitted
profiles of the normal stresses, it was possible to obtain good ABL characteristics at the location of the
center of the first building row in the empty domain. Concerning the RANS simulation, it was possible
to generate a good ABL at the location of interest, using the k − ω SST turbulence model, the above
mentioned wall function, and the standard ABL inflow boundary conditions available in OpenFOAM
(atmBoundaryLayer). The turbulent kinetic energy, k, profile expression of the OpenFOAM ABL inflow
boundary condition was fitted to the CEDVAL data.

6 Numerical methods

This first attempted strategy was to use second order schemes for all terms of all equations, except for
the convection of the velocity in theMILESs. It was however observed that even onmesh 1, the velocity
and concentration field of the LES were highly oscillatory. Therefore, flux limiting schemes were applied
to the convection of the scalar and the velocity in all simulations. This was also applied to the RANS sim-
ulation, since it was observed that this greatly improved the RANS concentration results. An overview
of all simulations is available in Section 7. The observed oscillatory behavior of the LES with full second
order discretization on mesh 1 can in fact be expected, since mesh 1 is still coarse, which can render the
simulation unstable. To resolve this issue, a fine and computationally very expensive grid can be used
to obtain a local Peclet number ≤ 2. However, the upwind component of a flux limiting scheme also
solves this problem [17, 8, 20].
Concerning MILES, three TVD schemes were selected for assessment: the Superbee, OSPRE, and Min-
mod scheme. The rationale for selecting these schemes, is that the behavior of their flux limiter covers
a large area of the allowed second order TVD region. Since the behavior of the flux limiter influences
the implicit SGSmodel, this hence boils down to a calibration of the implicit SGSmodel [21]. These three
schemes were applied on mesh 1 (Table 1), while only the Superbee scheme was applied on the coarser
meshes, because it is the least diffusive TVD scheme and was already identified as suitable for MILES
[10].
Finally, the additional backscatter based on information from the applied flux limiting scheme described
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by [21] was applied. This was achieved by perturbing the resolved velocity in each mesh element:

uP , per = uP + sign (uP )�mr
∑
f

|1−Ψf |
∥∥uH

f − uL
f

∥∥ (1)

where uP , per is the perturbed velocity at the cell centroid, uP the unperturbed velocity as calculated
by the solver, � signifies element wise multiplication, || the absolute value, ‖‖ the magnitude, m is
a constant that can be altered to change the magnitude of the perturbation, r is a vector whose 3
components are randomnumbers drawn from [0,1],Ψf is the flux limiter at face f of themesh element,
and uH

f and uL
f are the velocities at face f , respectively obtained with the high and low order parts of

the scheme. The derivation of Eq. 1 from the description of [21] required some interpretation, since
this description is not entirely unambiguous. On each mesh, adding backscatter to MILES was applied,
making use of Superbee and two values ofm, 0.173 and 0.3.
Both for the RANS and LES models, the upper limit of the residuals was set to 1e-5 for p and to 1e-8 for
all other variables.

7 Overview of all simulations

In Table 2, an overview can be found of all performed simulations.

Table 2: Overview of simulations of the CEDVAL B1-1 case. See Table 1 for the meshes. LES: turbulence
model on, MILES: turbulence model off.

Mesh 1 Mesh 2 Mesh 3
RANS v

LESSuperbee v v v
MILES: Superbee v v v
MILES: OSPRE v
MILES: Minmod v

MILES: Superbee, backscatter: 0.3 v v v
MILES: Superbee, backscatter: 0.173 v v v

8 Results and discussion

This section begins with some general observations, remarks, and conclusions that can easily be sum-
marized, so that the more detailed discussion in the following subsections can be kept as concise as
possible. Firstly, it was observed that the solution of the eddy resolving methods was asymmetrical on
mesh 1. Also the RANS results and the results on the coarser meshes were slightly asymmetrical. The
cause for this seemed to have been the fact that the nature of the mesh refinements in OpenFOAM
used in this research introduces asymmetries in the grid and that the DFSEM synthetic turbulence gen-
erator in OpenFOAM seems to not generate an entirely symmetrical inflow over the spanwise direction.
Therefore, in the comparison of the results to the measurements, all model results were averaged over
the symmetry axis wherever possible. Also, the overview of the flow field (Figure 2) are results on mesh
2 instead of the finest mesh, since these results were less asymmetrical but qualitatively similar to the
results on mesh 1.
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Besides, a lot of measurements, at many locations and of several variables, are available for the CED-
VAL B1-1 case. For all available locations and variables, data was extracted from every simulation. In this
short paper, however, only a small selection, believed to be representative for the drawn conclusions,
can be shown. For all simulations and variables, root mean square errors (RMSEs) and mean absolute
errors (MAEs)were also calculated, for each individualmeasurement plane and over all locations. Again,
only a small selection of the available errors can be shown in this paper.
For all simulations, the difference between results of LES (with the Superbee scheme) and MILES with
the Superbee scheme is insignificant for all variables. Results of both are shown in the plots, but for
conciseness, henceforth mostly only LES will be discussed in the text. In addition, on mesh 1, MILES
with the Minmod scheme performs clearly worse than LES for the concentration concerning the overall
MAE and RMSE (result not shown). OSPRE, on the other hand, performs better than LES concerning the
overall RMSE. However, it performs worse than LES for the mean velocity components. It was hence
concluded that the Superbee scheme has the best performance – being the least diffusive scheme – as
previously established in the literature [10]. Finally, it can be concluded from these observations, that
the choice of the TVD scheme has a much larger influence than switching the turbulence model on or
off in OpenFOAM. Results obtained with the Minmod and OSPRE scheme will not be discussed further.

8.1 Flow field

As explained in Section 6, LES on the finest mesh (Table 1) in combination with second order convection
disretization resulted in a highly oscillatory velocity (and concentration) field. Mesh 1 was still rather
coarse and as expected, applying a TVD scheme to the convection solved the issue of the oscillations.
Hence, a first important conclusion is, that applying non-oscillatory schemes allows to extract sensible
results from LES on coarse meshes, which is in fact basic knowledge.
Figure 2 shows an overview of the mean flow field close to the source building, in the volume where
the tracer is emitted. A typical mean flow field for street-canyon-like structures occurs. At each building
corner, a vortex is present in the horizontal plane (Figure 2 (a)). In the vertical plane at y = 0, a vortex
is also present (Figure 2 (b)).

(a) LES results on mesh 2 at z = 0.0625 m. (b) LES results on mesh 2 at y = 0 m.
Figure 2: Line integral convolution and mean velocity components close to the source building.

When considering theMAE (Table 3), in general, LES onmesh 1 performs better than RANS regarding
themean velocity (see also Figure 3), while it is less clearwhichmethodperforms better for the Reynolds
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stresses. However, the MAE is slightly deceiving, since LES captures the trends in the shear stresses
better than RANS, of which two examples are shown in Figure 3. As the grid coarsens, for LES in general,
results first improve and then worsen again. The backscatter tends to have a favorable effect on the
velocity results, but clearly delivers worse stress results. It can be concluded that the LES results are
reasonable, but can certainly use improvements. This is likely achievable using a finer grid. However,
due to the already substantial computation time onmesh 1 (20.13 days, see further), this was not applied
in this research, which tries to obtain simulation speed in LES.

Table 3: MAEs of the mean velocity components and available Reynolds stresses. SB: MILES with Super-
bee, BS: backscatter.

〈u〉 〈v〉 〈w〉 〈u′v′〉 〈u′w′〉 〈u′u′〉 〈v′v′〉 〈w′w′〉
Mesh 1

LES 3.5e-01 2.6e-01 2.1e-01 1.3e-01 9.3e-02 3.5e-01 2.3e-01 2.0e-01
SB 3.5e-01 2.7e-01 2.1e-01 1.3e-01 9.1e-02 3.4e-01 2.3e-01 2.0e-01

BS 0.3 3.6e-01 2.4e-01 2.0e-01 1.8e-01 1.8e-01 5.6e-01 6.2e-01 4.3e-01
BS 0.173 4.1e-01 2.5e-01 2.0e-01 1.4e-01 1.3e-01 4.3e-01 3.4e-01 3.1e-01
RANS 5.0e-01 2.8e-01 2.1e-01 1.3e-01 7.9e-02 8.3e-01 2.9e-01 1.0e-01

Mesh 2
LES 3.1e-01 2.7e-01 2.1e-01 1.2e-01 8.9e-02 3.1e-01 2.1e-01 1.2e-01
SB 3.0e-01 2.7e-01 2.0e-01 1.2e-01 8.7e-02 3.1e-01 2.1e-01 1.2e-01

BS 0.3 2.0e-01 2.5e-01 1.9e-01 1.3e-01 2.1e-01 4.5e-01 2.3e-01 3.0e-01
BS 0.173 3.0e-01 2.6e-01 2.0e-01 1.2e-01 1.5e-01 3.5e-01 2.0e-01 2.2e-01

Mesh 3
LES 4.6e-01 2.8e-01 2.1e-01 1.2e-01 8.9e-02 3.4e-01 2.3e-01 1.2e-01
SB 4.6e-01 2.8e-01 2.1e-01 1.2e-01 8.4e-02 3.4e-01 2.3e-01 1.1e-01

BS 0.3 3.6e-01 2.7e-01 2.0e-01 1.3e-01 1.7e-01 4.4e-01 2.1e-01 2.2e-01
BS 0.173 4.6e-01 2.8e-01 2.1e-01 1.3e-01 1.3e-01 3.8e-01 2.1e-01 1.8e-01

Figure 3: Selection of flow field results on mesh 1. SB: MILES with Superbee, BS: backscatter.

8.2 Concentration field

In Table 4, theMAEs and RMSEs of the concentration of all discussed simulations can be found. It is clear
that LES performsmuch better than RANS onmesh 1. Onmesh 2, it performsworse than RANS regarding
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the RMSE, but the MAE is lower. However, from Figure 4 it is clear that RANS is not able to capture the
pronounced concentration peak in the area beside the source building, while LES simulates this peak
verywell. (In fact, LES captures all the important trends in the concentration profiles on all the grids.) It is
hence concluded that LES still performsbetter thanRANSonmesh 2. Onmesh 3, LES remains better than
RANS. It can be concluded that LES performance is very robust – delivering reasonable concentration
results and capturing all important trends – on grids that are rougher than what is advised in wind
engineering guidelines [9, 22]. In addition, the advantage of LES is that it does not need tuning, while it
was observed that the RANS performance deteriorated for many tested settings that were not applied.
Besides, when looking at the errors, it seems that the backscatter has an advantageous effect on the
concentration results on the coarser grids. It is hence worthwhile to include the backscatter in future
validation studies of coarse grid MILES.
Regarding the computational cost, all simulations were calculated with a similar and nearly optimal
number of cells per processor (approx. 2e4 cells/CPU). It is likely that this level of parallellization is
rather close to the maximal level. After reaching the maximum level, the computation time can not be
reduced anymore and depends entirely on the maximally allowable time step. The computation time
of RANS was 3.18 days. LES took 20.13, 8.42, and 5.76 days, respectively on mesh 1, 2, and 3. Switching
off the turbulence model caused a speed-up of 13 % on average, with a computation time of 5.11 days
for MILES on mesh 3. The backscatter caused a slowdown of 14 % on average, due to a decrease of the
time step as a consequence of the applied velocity perturbations.

Table 4: MAEs and RMSEs of the concentration. SB: MILES with Superbee, BS: backscatter.
LES SB BS 0.3 BS 0.173 RANS

Mesh 1
RMSE 8.4 8.5 6.3 6.5 19
MAE 1.9 1.9 2.9 2.3 4.3

Mesh 2
RMSE 21 22 13 16
MAE 3.8 3.9 3.3 3.1

Mesh 3
RMSE 12 13 9.6 11
MAE 2.9 2.9 2.9 2.6

Figure 4: Selection of concentration results. Eddy resolving methods: mesh 2, RANS: mesh 1. SB: MILES
with Superbee, BS: backscatter.
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9 Conclusion

The performance of LES and MILES on reasonable to coarse grids was compared to an unsteady RANS
simulation on a reasonable grid. Firstly, it was observed that non-oscillatory FVMs allow to extract sen-
sible results using eddy resolvingmethods on coarse grids. Also for RANS, results were greatly improved
using non-oscillatory methods.
The Minmod, OSPRE, and Superbee TVD scheme were tested in OpenFOAM for their capability of per-
forming MILES. It was found that the effect of switching the turbulence model on or off in OpenFOAM
is insignificant, while the choice of the scheme has an important influence. As previously established in
the literature, the Superbee scheme – being the least diffusive TVD scheme – was found to deliver the
highest accuracy.
LES performance was very robust, delivering reasonable concentration results and capturing all impor-
tant trends in the concentration profiles, on grids rougher than advised in wind engineering guidelines.
Switching off the turbulence model further reduced the computation time. In addition, an enormous
advantage of LES is that it does not need tuning, as opposed to RANS. The computation time for RANS
was 3.18 days, whileMILES on the coarsest grid took 5.11 days and delivered better concentration results
than RANS. It has to be noted, however, that using coarse grids is not ideal. The results were reasonable,
but can certainly be improved. The only way of achieving lower computation times using higher reso-
lution conventional LES, instead of e.g. the lattice Boltzmann method, seems to be the parallellization
of the time integration.
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Abstract 

Guidelines or codes of practice have a long tradition in wind tunnel modeling of atmospheric flow 

and dispersion phenomena. Amongst others, they define essential requirements for proper physical 

modeling and aim for reasonable quality, repeatability and comparability of model results originating 

from different wind tunnel facilities. The latter is of special importance when wind tunnel modeling is 

used in the context of licensing procedures, where court-proof results are needed. However, the 

application range of physical modeling was changing with time, at least in Germany. The use of wind 

tunnels in applied consultancy work related to flow and dispersion in the lower atmospheric 

boundary layer is now gradually replaced by computational modeling. Wind tunnel data are now 

used more frequently either as independent model results in case of conflictive numerical 

predictions or as reference for validation of corresponding numerical modeling tools. This change in 

wind tunnel application called for an update and extension of the VDI 3783/12 code of practice. The 

contribution will introduce the new version of the guideline and aims for an open discussion of the 

more demanding documentation requirements and best practice recommendations. By the time of 

PHYSMOD 2022, the new document will be open for comments from practitioners/users. 

 
Experimental setup in agreement (left) or not in agreement (right) with VDI 3783/12. 
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Abstract 

Dynamics and turbulence structure in the roughness sublayer (RSL) and inertial sublayer (ISL) 

of atmospheric surface layer (ASL) over roughness elements are quite different. In this study, 

the ASL flows over real urban morphology are measured in wind tunnel experiments. 

Quadrant-hole and frequency analyses are adopted to examine the ASL momentum transport 

and how the processes are influenced by different motion scales. The downtown Kowloon 

Peninsula, Hong Kong is fabricated by 3D printing that is adopted as the reduced-scale model. 

Notable variations in mean wind speed u, fluctuating velocities u’’ and w’’ together with 

vertical momentum flux u’’w’’ in the ISL and RSL are observed. With increasing motion scales, 

the efficiency of momentum transfer increases in the RSL top and ISL. Moreover, the 

contribution from sweep Q4 gradually increases while from ejection Q2 decreases with 

increasing motion scale. Whereas, the phenomenon is reversed in the ISL. In the RSL, the 

contribution from eddies in the frequency range of 0.1 Hz to 10 Hz decreases then increases 

thereafter with increasing frequency. On the other hand, the momentum contribution from 

high-frequency motions increases monotonically with increasing frequency in the ISL. It is thus 

suggested that large turbulence scales would be beneficial to aged air removal. 

1 Introduction 

Atmospheric surface layer (ASL)  consists of the inertial sublayer (ISL) and roughness sublayer 

(RSL), and the dynamics characteristics in ISL and RSL are quite different [1]. There are 

numerous studies have been conducted to study the winds, ventilation and pollutant 

dispersion over idealized urban surfaces [2-4]. Beside, the turbulent structures can also be 

influenced by turbulent scale, and there are also some investigations concentrating on the 

turbulent scale [5, 6]. While there is a lack of investigation on turbulence scale inflence to the 

ISL and RSL over real urban. The characteristics and momentum transport variations between 

ISL and RSL over real urban morphology still need to be characterized.  

This study aims to investigate the differences between ISL and RSL over real urban morphology 

and how the momentum transport is influenced by different motion scales and frequency in 
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ISL and RSL, which would be useful to understand the momentum transport mechanism in 

real urban and apply to the air pollution removal. 

2 Methodology 

2.1 Real urban model 

The downtown Kowloon Peninsula, Hong Kong is selected as the reduced-scale model. Its 

physical model (1:1200) is fabricated by 3D printing to simulate the flow structure over the 

complicated urban morphology. The size of the reduced-scale model in floor area is 2 m 

(length) × 0.55 m (width), which is corresponding to 3.6 km (length) × 0.5 km (width) in real 

scale. 

 

Figure. 1. The reduced-scale urban model fabricated by 3D printing. 

2.2 Wind tunnel measurements 

The experiments are carried out in the wind tunnel in the Department of Mechanical 

Engineering, The University of Hong Kong. The size of the test section in wind tunnel is 6 m 

(length) × 0.56 m (width) × 0.56 m (height). The free-stream wind speed U∞ ranges from 8.8 

m s−1 to 9.6 m s−1 and the friction velocity is 0.62 m s−1 ≤ uτ ≤ 0.67 m s−1. The thickness of 

turbulence boundary layer (TBL) δ is about 0.18 × 10−3 m. The Reynolds numbers Re∞ (= U∞δ/ν; 

where ν is the kinematic viscosity of air) is about 170 × 103 which is large enough to neglect 

the effect of molecular viscosity and the similarity principle is also satisfied when modeling in 

wind tunnel. In this experiment, the spanwise velocity v is neglected due to its small value.  
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Constant-temperature (CT) hot-wire anemometry (HWA) is adopted to measure the velocities 

in streamwise and vertical directions. The sampling frequency of HWA is 2000Hz and the 

sampling duration is 50 thus 104 data can be got at each point. 

 

Figure 2. The wind tunnel and dimensions. 

2.3 Quadrant-hole and frequency analyses 

Quadrant analysis has been developed to evaluate the turbulence statistical characteristics, 

and the first quadrant analysis was adopted by Wallace et al. [7] to analyze the Reynolds shear 

stress. According to the direction of the motions, the fluctuating velocity, u’’ and w’’ are 

classified into four groups, Q1: outward interaction (+u’’, +w’’), Q2: ejection (-u’’, +w’’), Q3: 

inward interaction (-u’’, -w’’) and Q4: sweep (+u’’, -w’’).  

Based on the quadrant analysis, quadrant-hole analysis was introduced [8]. By introducing a 

filter factor H, |u‘‘w‘‘| in each quadrant can be filtered. Then conditional sampling is used to 

measure the contributions from different motion scales [9, 10]. The size of the hole was 

defined by filter size H, and the points (u‘‘, w‘‘) on the hole boundary satisfy 

                                                                      (1) 

The importance to the total flux of |u‘‘w‘‘| can be identified by the increasing filter factor H. 

According to the conditional function with i ranging from 1 to 4, 

                          (2) 

the conditional flux fraction is defined as 

                                                                          (3) 
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It can be observed that S2, H and S4, H are positive and S1, H and S3, H are negative. 

To measure the coherent structure of turbulence, exuberance is widely adopted, which is 

defined as 

                                                               (4) 

There would be more efficient transfer of momentum with increasing ExH. 

The time fraction of each quadrant with motion scale |u"w"| is defined as 

                                                                (5) 

The differences in the fractions of time and momentum flux  between sweep Q4 and ejection 

Q2 are 

                                                                (6) 

Then the importance of sweep Q4 and ejection Q2 can be compared by ΔTH. 

Besides, to investigate how the momentum transport is influenced by different eddy 

frequencies, the low-pass filter is adopted to process the data by different cutt-off frequencies. 

Then the u‘‘w‘‘ covariance with different eddy frquencies can be calculated. 

3 Result and discussion 

3.1 Wind and turbulence profiles 

In the wind tunnel experiment, the free-stream wind speeds U∞ are up to 8 m s−1. The TBL 

thickness δ over the real urban model is defined at the height z where the time-averaged wind 

speed converges to 99% of the free-stream level u|z=δ = 0.99U∞. Its range is 167 × 10−3 m ≤ δ 

≤ 191 × 10−3 m in the wind tunnel experiments. The Reynolds number Re (= U∞δ/ν) is over 104 

that is sufficiently large for turbulent flows in the wind tunnel. 

To characterize the turbulence over the real urban model, the time-averaged wind speed u, 

streamwise and vertical fluctuating velocity, and vertical momentum flux in the 

streamwise direction on the three measurement planes are depicted in Figure 3. It can be 

observed there exists flow inhomogeneity caused by the roughness elements below the RSL 

top z ≤ 0.4δ on the 1st plane. The bulk aerodynamic properties would be influenced by the  

arrangements and height of building elements. 

The mean wind speeds u in RSL increases in the streamwise direction on the 1st plane from 

0.4U∞ to 0.7U∞. Besides, the shear ∂u/∂z is smaller in the lower RSL while this value is larger 

in the upper RSL, suggesting the momentum entrainment from the ISL to the roof level. There 

are also large variations in the streamwise and vertical fluctuating velocities. 
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On the contrary, the vertical profiles on the 2nd and 3rd planes do not exist large variations. 

It is mainly because their surface roughness variations in the streamwise direction are not 

noticable. 

 

Figure 3. The wind profiles for three planes. 

3.2 Quadrant-hole analysis 

By quadrant-hole analysis, the average ExH  for each plane over the real urban is calculated 

and depicted (Figure 4) to investigate the characteristics of momentum transfer influenced by 

different motion scales. 

In the RSL and ISL, ExH increases with the increasing hole size for all three planes, which means 

the momentum transfer efficiency increases with the intensifying motion scales. The ExH is 

peaked in the ISL regardless of the strength of motions, which suggests the largest momentum 

transfer efficiency appears in the ISL. For the first plane, there is a large area that displaying 

worse momentum transfer efficiency in the ISL with small motion, which is not found in other 

two planes. It is mainly caused by the large element variations in the first plane combined with 

wind speed profile in Figure 3. 
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Figure 5 displays the variations of ΔTH with elevated height and hole size of three planes. The 

ΔTH gradually increases with the increasing hole size in RSL, suggesting the strengthening 

motion scales result in an increasing and decreasing contributions from sweep Q4 and ejection 

Q2 to momentum transport, respectively. However, the phenomenon is opposite in the ISL, 

where ΔTH decreases with the enlarging hole size. From the phenomenon above, it can be 

concluded that the sweep Q4 dominates the momentum transport in large motion scale in 

RSL and ejection Q2 plays a more important role than sweep Q4 in small motion scale in ISL. 

 

Figure 4. The ExH variation with with different hole sizes. 

 

 

Figure 5. The ΔTH distribution with different hole sizes. 

3.3 Frequency scale analysis 

To analysize the momentum tranport  influenced by frequency, the u‘‘ w‘‘ covariance 

contribution to the momentum is calculated by different frequency. From Figure 6, the 

negative contribution mainly apears in the RSL. In the ISL, the momentum contribution from 

high-frequency motions increases monotonically with increasing frequency in the ISL, while 

the contribution from eddies in the frequency range of 0.1 Hz to 10 Hz decreases then 

increases thereafter with increasing frequency in the RSL. It can be concluded that a larger 

frequency scale would result in a more intense momentum contribution from the eddy.  
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Figure 6. The u‘‘w‘‘ covariance contribution with different frequencies. 

4 Conclusion 

In this work, wind tunnel experiments are carried out to measure the ASL flows over the 

reduced-scale model of real urban morphology. Quadrant-hole and frequency analyses are 

used to examine the ASL momentum transport and how the processes are influenced by 

different motion scales. Major findings are: 

(1) Notable variations of mean wind speed u, fluctuating streamwise u’’ and vertical w’’ 

velocities together with vertical momentum flux u’’w’’ exist in the ISL and RSL.  

(2) With increasing motion scales, the efficiency of momentum transfer increases in the RSL 

top and the ISL. The largest momentum transfer efficiency appears in the ISL for all motion 

scales. Moreover, the strengthening motion scales result in an increasing contribution from 

sweep Q4 and a decreasing contribution from ejection Q2 to momentum transport 

respectively in RSL. Whereas, the phenomenon is opposite in the ISL. 

(3) The contribution from eddies in the frequency range of 0.1 Hz to 10 Hz is decreasing with 

the increasing frequency, then the contribution increases with the increasing frequency large 

than 10 Hz in the RSL. On the other hand, the contribution increases monotonically with 

increasing frequency in the ISL.  

It is thus suggested that large turbulence scales dominate aged air removal of urban areas. 
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Abstract 

The scalar dispersion of pollutant from a ground level source in a neutral atmospheric boundary layer 

(ABL) is experimentally investigated by releasing Rhodamine 6G fluorescent dye in a recirculating water 

channel. Smooth-wall turbulent boundary layer flow developed over ~46 boundary layer thicknesses 

(δ) is used to simulate a rural ABL. The flow and turbulence properties of the oncoming ABL flow are 

characterised using multiple overlapping Particle-Image Velocimetry (PIV) measurements which 

provided insight into the velocity profile, friction velocity and turbulence intensity. Simultaneous 

Planar Laser-Induced Fluorescence (PLIF) measurements of the dye plume are compared to the rural 

flow results of Robins, Atmos. Environ., 1978, with the plume vertical half-width, concentration profiles 

and concentration decay rate agreeing well with the analytical model far from the source despite 

several key differences in the methodologies. Interpolating the velocity measurements onto the 

concentration measurements allows two-dimensional maps of the turbulent scalar fluxes and 

turbulence diffusivity to be calculated and compared with theory. We discuss the significance of these 

results and the capability of PIV-PLIF measurements in the water tunnel for studies of pollutant 

dispersion in the ABL.  

Introduction 

Atmospheric boundary layers (ABL) have been simulated in laboratories for plume dispersion studies. 

Using ground level sources of negligible buoyancy and momentum in wind tunnel experiments, plume 

properties such as the concentration decay, vertical concentration profile and plume spread (based on 

half-widths at half-max) were shown to collapse reasonably well with analytical gradient-transfer and 

similarity theories, and comparisons with full-scale data suggest good agreement with a slightly 

unstable ABL [1]. Spatially and temporally resolved concentration and velocity measurements of 

sources at various source heights in a canonical smooth-wall turbulent boundary layer were performed 

in a wind tunnel [2], and revealed the concentration profiles of ground level plumes exhibit an 

exponential distribution while elevated plumes displayed a reflected Gaussian distribution, consistent 

with the results observed in an artificially thickened urban boundary layer flow [3] and rural flow [1]. 

The initial source conditions (such as source size) has been observed to affect concentration 

fluctuations in the near-source region of an elevated source where fluctuations were mostly produced 

by the meandering of the instantaneous plume [4]. The mean plume spread was observed to become 

independent much quicker than the instantaneous plume width. For ground level sources, however, 

the source conditions were found to have a negligible effect on the concentration fluctuations.  

Taylor’s dispersion theory approaches the turbulent diffusion problem using the Lagrangian approach 

instead of the Eulerian approach adopted in the studies discussed earlier, and identified three main 

regimes of diffusion [5]. In the molecular diffusion regime, the dispersion rate is dominated by 

molecular diffusion actions. In the turbulent convection regime, turbulent diffusivity grows linearly, 

and in the turbulent diffusion regime, turbulent diffusivity reaches an asymptote that is dependent on 
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the Lagrangian integral timescale and velocity fluctuations. Taylor’s theory suggests in the near-source 

region, the choice of tracer concentration and working medium which determines the Schmidt number 

(ratio of momentum diffusivity to molecular diffusivity) has an effect on scalar transport. The literature 

on plume dispersion is currently heavily focused on field measurements or gaseous tracers in wind 

tunnels which has a typical Schmidt number of Sc~1. In this study, we use Rhodamine 6G dye in a water 

tunnel (Sc=2500) to study the plume dispersion of a ground-level source in a rural boundary layer flow. 

We compare our experimental results to analytical gradient-transfer theory and comment on the 

suitability of using water tunnels for studies on plume dispersion in ABL.  

Methodology 

Two-dimensional Particle-Image Velocimetry (PIV) and Planar Laser-Induced Fluorescence (PLIF) 

experiments were performed in the University of Southampton’s new recirculating water tunnel which 

has a test section of 8,100 mm in length and 1,200 mm in width. The freestream velocity and boundary 

layer thickness were U∞=0.55 ms-1 and δ=100 mm respectively. The ground level plume was simulated 

using a neutrally buoyant Rhodamine 6G fluorescent dye introduced at the ground level through a 4 

mm tube machined into an internal channel of the false floor. The dye Schmidt number is Sc=2500 [6], 

which indicates negligible molecular diffusion effects as compared to diffusion by momentum. The dye 

flow rate was maintained at Q=10 cm3 min-1 using a needle valve and was carefully selected to match 

the vertical velocity component of the incoming flow in order to minimise disturbance. A sketch of the 

experimental setup and incoming flow velocity profile is presented in Figure 1.   

For the PIV-PLIF measurements, illumination was provided by a 100 mJ Nd:YAG double-pulsed laser 

operated at 10 Hz, with an emission wavelength of 532 nm. A 5.4 MP 16-bit depth sCMOS camera 

fitted with an optical long-pass filter (sharp cutoff at 540 nm) was used for PLIF. Since the absorption 

and emission peaks of the dye are at 525 nm and 554 nm, the PLIF camera records only the 

fluorescence emitted from the excited dye. Two 4 MP CMOS cameras in a side-by-side configuration 

were used for PIV and fitted with optical bandpass filters to block out the fluorescence signal from the 

dye, enabling them to record only the 50 µm polyamide seeding particles in the flow. The PIV-PLIF 

field-of-view was approximately 200 mm streamwise × 130 mm vertical. To achieve a longer 

streamwise field-of-view, the cameras were shifted downstream sequentially, and the dye 

concentration was increased from 0.3 to 50 mg L-1
 to provide optimal signal to noise ratio while 

avoiding overexposure. PLIF post-processing was performed with an inhouse code and PIV post- 

 

Figure 1: Sketch of experimental setup and incoming velocity profile 

132



PHYSMOD 2022 – International Workshop on Physical Modeling of Flow and Dispersion Phenomena 
Institute of Thermomechanics of the CAS, Prague, Czech Republic – August 29-31, 2022 

 

processing using LaVision’s DaVis 10 software package, details on the procedures and PLIF calibration 

are available in an earlier study [7]. A summary of the test cases is presented in Table 1.  

Table 1: Summary of test cases 

Test case Measurement location No. of samples Dye concentration 

P1 -25 mm < x < 186 mm 6000 Cs=0.3, 1, 5 mg L-1 

P2 173 mm < x < 385 mm 2000 Cs=50 mg L-1 

P3 372 mm < x < 583 mm 2000 Cs=50 mg L-1 

 

Results and discussions 

The plume growth rate presented in Figure 2 shows there is a huge deviation of the plume width in the 

near-source region when compared to the analytical form and empirical constants used by Robins [1]:  

𝛿𝑦

𝛿
= 0.056 (

𝑥

𝛿
)

0.65

 (1) 

where 𝛿 represents boundary layer thickness and 𝛿𝑦 represents plume half-width based on the 

distance from ground when concentration reaches half maximum.  

There are two key differences in our study as compared to Robins. Firstly, the Schmidt number of the 

plume tracer is 2500 which is around three orders of magnitude higher than Robins’ study in the wind 

tunnel. Secondly, our plume injection to freestream velocity ratio was 0.025 which is one order of 

magnitude lower than Robins. In this study, it is likely the injected dye remained within the viscous 

sublayer of the flow and was unable to diffuse into the logarithm layer initially due to its high Schmidt 

number. As a result, the half width remained small and did not grow for a significant downstream fetch 

of more than 1 boundary layer thickness. Our data fits well if we introduce a virtual origin by shifting 

the source downstream by x0=-140 mm (or shifting the data upstream) and adjusting the empirical 

constant to: 

𝛿𝑦

𝛿
= 0.065 (

𝑥 − 𝑥0

𝛿
)

0.65

 (2) 

Figure 2: Plume growth rate 
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Figure 3 presents the concentration vertical profile in the same self-preserving form presented by 

Robins [1] which is based on the analytical gradient transfer theory: 

𝐶

𝐶0
= 𝑒𝑥𝑝 (−ln (2) (

𝑦

𝛿𝑦
)

1.5

) (3) 

where 𝐶0 represents the peak centreline concentration. The experimental profiles collapse with wind 

tunnel studies [1] at approximately 
𝑥

𝛿
> 3, which is consistent with the results in Figure 2 (good 

agreement of the experiments with the virtual origin analytical line for 
𝑥

𝛿
> 3). Hence, the plume is 

fully developed and self-similar in the far-field. 

Finally, the mean centreline peak concentration decay is presented in Figure 4 and follows the power 

law,  

𝐶0𝑈∞𝛿2

𝑄
= 𝐴 (

𝑥 + 𝑥0

𝛿
)

−1.39

 (4) 

where A is a scaling constant. At approximately 
𝑥+𝑥0

𝛿
> 1.6 (or 

𝑥

𝛿
> 3), the plume decay rate has an 

exponent of -1.39 which matches Robins’ observations.  

Figure 4: Vertical concentration profiles. Line width increases with 
downstream distance from source 

Figure 3: peak Centreline concentration decay 
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Conclusions 

In this study, PIV and PLIF measurements were performed on a Rhodamine 6G dye source passively 

released in a canonical turbulent boundary layer in a water tunnel. We compare our results to the 

analytical gradient transfer theory and empirical constants used in Robins’ study [1]. One of the key 

differences is at the near-source region, with the analytical solution overpredicting the plume half-

width, and this was attributed to negligible molecular diffusion of the dye. We show this can be easily 

corrected by introducing a virtual origin. In the far source region, the vertical concentration profile was 

shown to be in self-preserving form and agreed well with Robins. Using the virtual origin correction, 

the mean centreline peak concentration decay also matched Robins’ rural flow observations. These 

results indicate the suitability of the water tunnel to simulate plume dispersion in an ABL. We discuss 

velocity-concentration statistics, such as turbulent scalar fluxes, in our presentation.  
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Abstract 

Heavy gas dispersion experiments in boundary layer wind tunnels are subject to a large number of 

challenges and difficulties. Due to the smaller scale of models inside wind tunnels the matching of 

similarity numbers is not trivial. Issues with measurement equipment, model geometries, quality of 

the inflow boundary layer, changes in roughness and others difficulties need to be addressed. In the 

talk different struggles with heavy gas dispersions and how they have been overcome will be 

presented. 

Introduction 

Accidental releases of hazardous materials remain a concern and pose safety risks in factories or 

during transport. Especially in cases of releases of toxic or flammable heavy gases, major safety and 

health risks can emerge. Simulating dense gas dispersion with numerical models is still challenging 

and reliable and robust reference data for heavy gas dispersion in complex terrain like industrial sites 

is still rare. However, proper physical modelling of realistic heavy gas dispersion is a challenge as well 

and poses several difficulties and pitfalls.  

To achieve scalability of wind tunnel results Reynolds and densimetric Froude number must 

maintained sufficiently. Modelling a Froude number as small as possible is desired for generating 

substantial heavy gas effects. To achieve a Froude number as small as possible either a low wind 

speed, a high density gas or a large source flow is needed. The margin for low wind speeds is 

however limited by the necessity to achieve Reynolds number independence. The selection of the 

dense gas is also not trivial. Gases with a high density are often toxic, flammable or have a high global 

warming potential. Depending on the dispersion scenario the source flow also can only be varied 

over a certain range of values. Source flows which are too big can influence the overall flow inside 

the model area and result in unrealistic dispersion patterns. An adequate source design is needed, 

minimising the emission velocity and reducing jet effects interfering the dense gas behaviour. 

Maximising the wind tunnel model scale allows a larger range of possible combinations of wind 

speeds, density of released gas and source flow rate.  

Wind tunnel measurements 

In the last three years heavy gas dispersion experiments were carried out in the large boundary layer 

wind tunnel ‘WOTAN’ of the University of Hamburg. These heavy gas dispersion experiments were 

part of a project to investigate accidental releases of gaseous hazardous materials from industrial 

sources. The measurement data is used as a reference data set for RANS and LES dispersion models. 

This chapter including the figures is mostly based on the publication of (S. Michel, 2021). 

For the creation of the reference data set three models with increasing complexity were used. A 

horizontal homogenous rough boundary layer without obstacles (Fig. 1a), a simplified commercial 

area (Fig. 1b) and a complex industrial site (Fig. 1c). All models have a scale of 1:100. The commercial 
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area and the industrial site have a horizontal extent of approx. 300 m x 300 m. The buildings inside 

the commercial area model all have a height of 15 m, the horizontal sizes of the buildings range from 

15 to 40 m. In the middle of the model area a larger building with a size of 30 m by 60 m is placed. 

This building has three openings on the sides and one opening on the top which are used as sources.  

In case of the complex industrial area model the buildings have greatly varying sizes of up to 150 m. 

The buildings are 10 m or 25 m high. Furthermore in the middle of the model area cylindrical shaped 

tanks are placed. Gas is released from a ground source in the middle of the model area.  

Two different boundary layer inflows were modelled. One moderately rough boundary layer and one 

rough boundary layer. Both boundary layers were checked for similarity to nature according to the 

VDI guideline (VDI, 2000). 

   

 

Fig. 1. Left: (a) Heavy gas dispersion from a ground source in a homogenous rough boundary layer 

without obstacles, Right: (b) View into the wind tunnel with the simplified commercial area model, 

Bottom: (c) View into the wind tunnel with the model of a part of the chemical industrial park of 

BASF in Ludwigshafen in Germany 

In all three configurations flow measurements, neutral gas dispersion and heavy gas dispersion 

experiments were performed. For the simplified commercial area model three different inflow 

directions were realized (0°, 30°, 90°).  For the flow measurements a Laser Doppler Velocimeter (LDV) 

and for the concentration measurements a flame ionization detector (FID) was used. As an example 

for the flow measurements the wind statistics inside the simplified commercial area model for the 

inflow direction of 0° are shown in Figure 2. Clearly visible is the strong influence of the buildings on 

the flow which result in recirculation zones and bimodal wind direction distributions. 
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Fig. 2. Distribution of wind speeds and wind directions in the simplified commercial area model. 

Measurement height is 4 m. Inflow wind direction is marked with the black arrow. 

An example for the gas dispersion experiments a neutral gas dispersion and a heavy gas dispersion is 

shown in Figure 3. Here the used source is in the middle of the right side of the large dark grey 

building on the left side of the figure. Shown in Figure 3 are the mean relative concentrations of the 

released gases. The heavy gas effect is visible close to the source where relative concentrations 

exceed 10% and are much higher than the relative concentrations of the neutral gas release. 

  

Fig. 3. Relative concentrations of neutral gas (left) and heavy gas (right) releases in the simplified 

commercial area model. Measurement height is 1 m. Inflow wind direction is marked with the black 

arrow. 

Instrumentation 

As previously described a low reference wind speed is desired to maximise the reference wind speed. 

Previously the reference wind speed was measured with a Prandtl tube connected to a pressure 

transducer. However due to the length of tubing and the measurement setup the lower limit of 

measureable reference wind speed of the Prandtl tube was slight above 1 m/s. Thus a new ultra 

sonic anemometer was bought and installed. With the new USA the desired low reference wind 

speeds could be measured. 
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A major issue was the selection of the dense gas. In previous wind tunnel measurement campaigns 

sulphur hexafluoride (SF6) was used as the dense gas. SF6 has lots of advantages, it has a high density 

of approx. 6 kg\m³ and it is neither toxic nor flammable. It however has a huge global warming 

potential of 23,900 times of CO2 over a 100-year period (Forster, 2007) and is expensive. The use of 

SF6 also poses an issue with the used instrumentation. To measure gas concentrations inside the 

wind tunnel a FID type HFR400 is used. The combustion of the SF6 inside the FID creates corrosive 

compounds which damage the inside of the FID and render it unusable just after a few hours of 

operation.  

Due to these factors a different heavy gas was needed. An obvious choice was CO2. CO2 is much 

cheaper than SF6 and is also not toxic nor flammable. However its density of approx. 2 kg/m³ is way 

smaller than the density of SF6. Therefore the potential heavy gas effect will also be reduced. In very 

high concentrations above 10% CO2 can pose severe health risks which can lead to death (NJ, 2005). 

Due to the well-designed ventilation system of the wind tunnel and a better planning of the 

measurements the toxicity of CO2 was not an issue. Beside the reduced heavy gas effect due to the 

lower density of CO2 another peculiar issue arose with its use.  

FID CO2 sensitivity 

Depending on the specific setting of the FID a temperature sensitivity due to presence of CO2 was 

observed. Especially during calibration of the FID this was a big issue. Under normal circumstances 

one expects that the FID reaches a steady temperature after approx. 30 minutes of operation. 

However if CO2 was present inside the combustion chamber of the FID the temperature changed 

drastically. This behaviour was unexpected. Normally one would expect a rise in temperature only 

from high concentrations of combustible gases like propane or butane.  

This temperature change posed quite the challenge since the calibration of the FID was performed 

with self-mixed concentrations of butane and CO2 and the change in temperature interfered with the 

calibration. However by changing the parameters of the FID, like increasing the negative pressure or 

changing the amount and mixing of the oxygen and hydrogen, the temperature difference changed 

as well. This is shown in Figure 2. For two different mixing ratios of oxygen and hydrogen the 

influence of a negative pressure change on the temperature change is shown. 
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Fig. 4. Influence of CO2 on the combustion chamber temperature of the FID 

Desirable is the point where the temperature of the FID does not change with the addition of CO2. 

For the specific settings of the blue line (O2 68 psi, H2 37 psi) there was no possible setting found. For 

the other curve (orange line) a point of optimal settings was found at approx. 325 psi negative 

pressure. The optimal settings vary from FID to FID, change with a different cannula and change over 

time. Depending on the cannula optimal settings without a temperature change might not be 

possible to find since the settings are not freely selectable and might lead to unstable flame 

conditions. 

With the settings without temperature change with CO2 the FID calibration was stable and produced 

satisfying results. 

Influence of individual roughness elements on the heavy gas cloud 

Performing dispersion experiments from ground sources in horizontal homogeneous rough boundary 

layers without obstacles begs the question whether to remove individual roughness elements or not. 

There are pro and con arguments regarding this topic. During the measurement campaign the 

influence of individual roughness elements on the flow and the heavy gas cloud was investigated.  

Since the measurement data was taken to be used as reference data for dispersion models intensive 

exchange with dispersion modellers was maintained. One of the most important aspects was that 

inside the area of dispersion the roughness and the flow does not change significantly. Mainly 

because the new roughness is unknown. To investigate the influence of individual roughness 

elements on the heavy gas cloud two individual dispersion experiments with the ground source were 

performed. One without roughness elements in the plume (Fig. 5) and one with roughness elements 

in the plume (Fig. 1a).  

The presence of individual roughness elements has a significant effect on the heavy gas cloud. This is 

mainly due to relatively large size of the roughness elements compared to the gas cloud. The 

roughness elements have a full scale size of 2 m x 2 m and a length of 5 m. In the vicinity of the 
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source the heavy gas cloud also has a height of 2 to 4 m. Due to the relatively large size of the 

roughness elements the elements act like individual obstacles and influence the local flow and the 

dispersion around the roughness elements. This resulted in lower concentrations of heavy gas close 

to the ground. To test the absence of roughness elements on the flow, roughness elements inside 

the heavy gas plume were removed and boundary layer measurements were carried out. Over a full 

scale distance of approx. 100m the influence of missing roughness elements on the flow was 

observable but acceptably small. 

Therefore the gas dispersion measurements were performed with locally removed roughness 

elements so the heavy gas cloud was not influenced by the presence of individual roughness 

elements. 

 

Fig. 5. Heavy gas dispersion from a ground source in a homogenous rough boundary layer without 

obstacles but with roughness elements 

Conclusion  

Heavy gas dispersion experiments pose a number of challenges and difficulties, however with good 

planning and the right instrumentation the difficulties can be overcome. In the past three years a 

large reference data set of flow measurements, neutral and heavy gas dispersion experiments were 

carried out in models with rising complexity. In all models a heavy gas effect was observable. 
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Abstract 

Wind tunnel experiment (WT) and large-eddy simulation (LES) are widely used to investigate the 

turbulent flows over urban surfaces. Most of the computational fluid dynamics (CFD) model 

validations only compare the vertical profiles of mean and fluctuating velocities. Few studies look 

into the higher-order moments of velocity and turbulent structures. In this paper, we contrast the 

flows in inertial-sublayer (ISL) and roughness-sublayer (RSL) over the real urban surface in Hong Kong 

using both WT and LES. The results obtained by these two approaches agree favorably in terms of 

mean and fluctuating velocity, skewness and kurtosis, as well as quadrant-hole analysis. Both WT and 

LES reveal that ejection Q2 and sweep Q4 dominate the turbulent transport, especially sweep Q4 in 

the RSL. We also found that the rare, large-scale high-speed downward flows are enhanced in the 

RSL. These results could help understand the dissimilar flow structure in ISL and RSL, as well as the 

implications for CFD validation exercises. 
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Abstract 

Time-resolved experimental pollutant concentration results are reported for a series of parallel street 

canyons of uniform and variable building height, subjected to perpendicular approach flow. The 

velocity field was mapped using Laser Doppler Anemometry (LDA), and the tracer gas concentration 

distribution was sampled using Fast Flame Ionization Detection (Fast FID) in more than 1000 

measurement points altogether. In addition to the time-averaged data, the measurement points are 

further characterized by the concentration probability distribution and the concentration power 

spectra. Based on the results obtained by the statistical analysis, the ventilation of the three 

examined periodic building patterns – uniform canyons, matrix (aligned) towers, and staggered 

towers on the top of shorter continuous buildings – was analyzed in terms of the mean exposure and 

the extreme values of the concentration fluctuations. It was shown that although both tower 

configurations can effectively decrease the mean concentration compared to the uniform canyons, 

the extreme values reached and sometimes exceeded those of the baseline case in the source 

canyon. It was also demonstrated that the probability distribution of the concentration in a single 

point can be accurately modeled by the Exponentially Modified Gaussian distribution both in the 

near-field and in the far-field. 

1. Introduction 

The ventilation efficiency of an urban area is commonly characterized by the time-averaged mean 

normalized concentration, either at street level, corresponding to the pedestrian exposure to traffic-

related air pollutants, or below roof height, which indicates the exposure of the residents of the 

buildings. This metric is sufficient for studying sustained hazards and risks, such as exposure to 

nitrogen oxides or particulate matter, as the accumulation process filters the temporal concentration 

fluctuations (see Cassiani et al., 2020 and the references therein). On the other hand, for the 

assessment of the exposure to toxic, infectious, or explosive substances, the probability of their 

concentration exceeding a specific threshold and expected the mean time above the threshold must 

be known (Hilderman et al., 1999; Gant et al., 2011; Gant and Kelsey, 2014; Sze To and Chao, 2009). 

A detailed review of toxicity models for realistic atmospheric applications is provided by Gunatilaka 

et al (2014), compiling and comparing models from the simplest linear dose-toxicity response 

approach (for which knowing the mean concentration is enough) towards more elaborate methods 

considering the peak values and time statistics of the concentration fluctuations (e.g., Yee, 1999), 

and ones which even include the saturation and the biological recovery time of the human body. It 

was also demonstrated by Kikumoto and Ooka (2012) the correlation between the time fluctuations  
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of reactive substances’ concentrations strongly affects the reaction rates; therefore, the assessment 

of the mean concentration is not enough. 

Modeling the probability distribution of the concentration is an efficient way to characterize the 

magnitude and the probability of its fluctuations (various modeling approaches are reviewed by 

Cassiani et al., 2020). It was found that the lognormal and gamma distributions gave the best 

agreement with the experimental data in short and far ranges as well, regarding the concentration 

fluctuations in a plume released from a point source for stable, near-neutral, and unstable stability 

conditions (Yee et al., 1993, 1994, 1995). Other previous proposals are listed by Cassiani et al. (2020) 

in Table 2). The two-parameter gamma distribution has become an accepted model for modeling the 

concentration fluctuations of pollutants released from point sources (Nironi et al., 2015; Ardeshiri et 

al., 2020), which is able to produce their exponential-like probability distribution in the near-field, 

the Gaussian-like PDF in the far-field, and the lognormal-like blending between them. 

In this paper, statistically processed concentration results of a well-known model for the urban 

canopy, a series of parallel street canyons of H/W = 1 aspect ratio; and two more complex building 

arrangements (matrix and staggered towers) of the same total building volume and identical floor 

area density are compared in order to give detailed insight to their ventilation characteristics. 

Furthermore, the concentration time statistics obtained within and above the buildings can serve as 

reference (validation) data when studying transient CFD-based dispersion models for air quality and 

local-scale emergency prediction purposes. (The measurement results are available on request.) 

2. Materials and methods 

2.1. Experimental setup 

Wind tunnel experiments were performed using the closed-circuit horizontal (Göttingen-type) wind 

tunnel of the Kármán Wind Tunnel Laboratory of the Department of Fluid Mechanics at Budapest 

University of Technology and Economics. The wind tunnel, shown in Fig. 1a, has a circular cross-

section of 2.6 m in diameter at the open test section of 3.8 m in length, and it is equipped with a 2.5 

m wide horizontal table. Further details on the presented wind tunnel experiments, including the 

measurement instrumentation, can be found in Papp et al. (2021) in Table 1. 

For the measurements, three building arrangements were constructed from styrofoam. The uniform 

street canyons (UC) form the baseline case with 23 small-scale (M = 1:200) buildings positioned 

perpendicular to the wind direction. The buildings have a B×H = 100×100 mm (breadth by height) 

rectangular cross-section, and they are positioned W = 100 mm distance one after another; hence, 

the offset between two adjacent streets is S = 200 mm. The 22 canyons are numbered from -10 to 

+11 in the streamwise direction, with tracer gas sources located in the 0th canyon. 

Two additional building patterns were constructed with roof height modifications. The middle part of 

each building row was divided into six segments, each of B × T = 100 × 208.33 mm plan area. The roof 

height of the segments was alternately raised and lowered by 0.5H; thus, the total building volume 

remained unchanged. In the matrix tower (MT) arrangement, the tall buildings are aligned with each 

other in the streamwise direction, while in the staggered tower (ST) arrangement, the tall towers are 

shifted laterally relative to the neighboring rows, causing both lateral and streamwise building height 

inhomogeneity. The building configurations are illustrated in Fig. 1b-c-d below. 
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The incoming flow was homogeneous with a low turbulence level of <1%; this way, the building 

arrangements were able to generate their own boundary layer. 4.75H upstream of the test section, a 

0.6H tall baffle was placed (shown in Fig. 1a), in order to reduce the size of the separation bubble 

forming over the first few rows of buildings. It was found that after 11 street canyons, the flow was 

fully developed below 3H height (see Fig. 2); thus, after that, it can be considered periodic. (The 0th 

number was assigned based on this result.) Two identical tracer gas sources (of 28 mm diameter) 

were constructed from pumice in brass housings and were flush-mounted in the base plate of the 

model. As shown in Fig. 1b-c-d, the sources are located in the middle of the 0th canyon with a lateral 

offset of half a tower width (x/S = 0, y/T = ±0.5, where y > 0 is named the “left side”).  

 

Fig. 1. Experimental setup (a) and the investigated building patterns: uniform street canyons 

(UC; b), matrix/aligned towers (MT; c), staggered towers (ST; d). The black dots designate the 

sources, and the dashed lines indicate the locations of the measurement points at z/H = 1.2. 
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Fig. 2. Normalized streamwise mean and fluctuating velocity components measured along a 

vertical line in the 0th and in the 4th canyons for the three investigated building patterns. 

2.2. Measurement techniques 

The horizontal velocity component distribution was measured using two-component Laser Doppler 

Anemometry in the 0th and 4th canyons using a TSI LDA system; for the details, see Papp et al. (2021). 

The velocity measurement in each gauging point took 150 s with a sampling frequency range of 

100…1000+ Hz. The absolute measurement uncertainty is 0.1 m/s. The bulk velocity of the wind 

tunnel was monitored with a Pitot-static probe, and its minor changes were compensated during the 

normalization process. 

The characteristic Reynolds number based on the reference mean velocity at 2H in the uniform 

canyons case (uref,UC = 4.74 m/s) and the roof height H was calculated around ReH = 31 800, which 

exceeds the threshold of Re = 11 000, above which the flow can be considered Reynolds-insensitive 

for H/W = 1 aspect ratio street canyons; furthermore, the flow field can also be assumed Re-

independent for the matrix and staggered tower arrangements (H/W = 0.5 and 1.5) as well (Chew et 

al., 2018).  

The pollutant distribution between and above the buildings was mapped using a Cambustion HFR400 

FID (Flame Ionization Detection) device. The applied tracer gas representing the traffic-induced air 

pollutants was pure methane (100% CH4), continuously emitted from one of the two sources (left or 

right) at a time. Pre-calibrated smart mass flow meters were applied to control the volume flow rate. 

The resultant dispersion field was sampled for 30 s in each measurement point, with a sampling 

frequency of 5000 Hz and a response time of 2.05 ms, resulting in 12% relative and (0.28·c*) absolute 

uncertainty, based on 4 reproduced measurements. The relative uncertainty is calculated as the 90th 

percentile of the coefficient of variation (relative standard deviation), and the absolute uncertainty is 

obtained as the mean of the coefficient of variation in the far-field. 

2.3. Signal processing and statistical analysis 

The voltage time signal produced by the FID device was first calibrated to obtain the tracer gas 
concentration (in part per million, ppm), using two calibration mixtures of pre-defined 
concentrations (100 ppm and 4950 ppm) and by subtracting the background concentration of the  
wind tunnel, which was gradually increasing during the measurements due to the continuous 
methane emission. (Remark: instantaneous negative concentrations can result from measurement  
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errors as well as from being below the background concentration momentarily.) The measured 
concentration time series were normalized according to 

 𝑐∗(𝑡) =
𝑐(𝑡)

106
∙

𝑢𝑟𝑒𝑓,𝑈𝐶

𝑄/𝐴
 , (1)  

in which c* [–] is the normalized concentration, t [s] is time, c [ppm] is the measured concentration, 

uref,UC [m/s] is the reference mean velocity (at z/H = 2 in the uniform canyons configuration), Q [m3/s] 

is the volume flow rate of the tracer gas, and A = 2 × S × T [m2] is the reference area. Note that for 

the different geometries (UC/MT/ST), the undisturbed flow velocity was identically 9 m/s. Using the 

same velocity and area for the normalization for all building patterns allows a “fair” comparison of 

the concentration fields: as the urban boundary layer is generated by the buildings themselves, this 

approach also includes the effect of surface drag corresponding to the installation length used in the 

model, as in the case of rough surfaces (i.e., more heterogeneous roof height), a better mass transfer 

is achieved at the cost of greater surface drag. 

Based on the normalized concentration time series, the statistical parameters describing each 

measurement point, such as the mean, the standard deviation, and the nth percentile can be 

assessed, with the 0th percentile corresponding to the minimum, the 50th to the median, and the 

100th to the maximum value. It is expected that the measurements contain outliers; therefore, the 

representative extreme values are calculated after removing the top and bottom 1% of the data:  the 

minimum is represented by the 1st percentile, and the maximum is given by the 99th percentile of the 

time series. These quantities can be visualized using a box plot (with six parameters), as shown in Fig. 

3, indicating the peak values and the magnitude, and the relation between the mean and the median 

concentration, based on which the skewness of the data set can be estimated. 

                     

Fig. 3. (a) Box plot representation of the time statistics characterizing a single normalized 

concentration time series c*(t). (b) Comparison example of the concentration statistics between the 

three building patterns (UC, MT, ST) at a single (the i th) measurement point. 

The number of parameters can be further reduced, without losing information about the time series, 

if a suitable probability density function (PDF) is fitted to the original data set. In the present paper, 

the three-parameter Exponentially Modified Gaussian distribution (also termed as EMG or ex-

Gaussian distribution) is fitted to the data sets, which describes the sum of independent normal and 

exponential random variables. Note that the domain of the EMG PDF – conversely to that of the 

widely used gamma distribution – can include negative values as well. The fitting is carried out using 

the method and its MATLAB implementation of Lacouture and Cousineau (2008), whose paper also 

provides the equation of the EMG PDF. As the aforementioned fitting algorithm is only able to handle 

positive input data; therefore, to avoid inaccuracies due to the truncation, the time series were first  
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shifted to have purely positive values, and after the fitting, the previous offset was subtracted from 

the Gaussian mean parameter (μ) of the EMG PDF, while the Gaussian standard deviation (σ) and the 

exponential scale (τ, defining the length of the exponential tail) parameters were left unchanged. 

While the statistics derived from the fitted PDF can provide valuable information about the 

magnitude of the fluctuations, their dominant frequency can only be assessed if spectral information 

is available. In this paper, the power spectra of the time series – each sampled at 5000 Hz for 30 s – 

are computed following Welch’s method (Welch, 1967), using a window size of 10 000 points with a 

symmetric Hanning window function and a 50% overlap. 

3. Results and discussion 

During the discussion of the results, we are going to focus on the 0th canyon (containing the point 

sources) as this is the most polluted area. To analyze the far-field effects, concentration distributions 

in the 1st canyons are also shown in this paper. Note that the concentration field was also sampled in 

the 4th canyon; for the list of measurement locations, see Table A1 in the Appendix. 

 

Fig. 4. Concentration statistics along several streamwise (x) profiles. 
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It can be observed in Fig. 4 that in terms of the mean concentration, the uniform canyons display the 

highest values in the 0th and 1st canyons along a streamwise line between the walls at z/H = 0.5 (UC:  

 

half building height; MT/ST: the height of the short buildings). For the UC case, in the 0th canyon, the 

known asymmetry between the leeward and windward sides can be clearly identified (concentration 

surplus at x/S = -0.2 compared to x/S = 0.2). A similar asymmetric tendency can be observed over the 

right source of the MT case (at z/H = 0.5 between two tall buildings), which is caused by the present 

backflow induced by the downwash at the windward face of the tall buildings. Note that the 

“windward downwash” phenomenon is also present for the staggered tower arrangement (Papp et 

al., 2021). The MT and especially the ST case produce substantially lower mean concentrations; 

however, the peak concentration values of the MT case can reach and at some points exceed those 

measured between the uniform canyons, most likely as a consequence of the more intensive 

turbulent mixing within the towers, especially when a shear layer is present (MT, left source). 

It is also shown in Fig. 4 that in the 1st canyon, the pointwise concentrations are an order of 

magnitude smaller, and in the UC case their distribution is symmetric, while in the case of either of 

the tower arrangements, they are rather skewed. This can be attributed to the fact that the 

pollutants reach this location indirectly, and they are mixed more evenly along the way due to 

turbulent diffusion. Regarding the concentration distribution at z/H = 1.2, the three investigated 

building arrangements show similar tendencies, with the exception of the ST case, where at the first 

point significantly higher mean concentration was measured. This is due to the fact that this point is 

located in the wake of a building, in which the pollutants are quickly transported upwards.  
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Fig. 5. Concentration statistics along several lateral (crosswise, y) profiles. 

The lateral concentration distributions presented in Fig. 5 reveal that at the leeward corner of the 0th 

canyon – which is the most critical location in terms of pedestrian exposure –, the highest mean 

concentration in the case of the staggered towers (ST) arrangement exceeds that of the baseline case 

(UC) near the left source (i.e., in front of a tall building). When the source is located behind the tall 

building – in our case, on the right side –, the mean concentration is significantly smaller for the ST 

case; although on this side, in the MT case, the mean concentration is nearly as high as in the 

reference configuration (UC). It is also visible in Fig. 5 that in the middle of the 0th canyon (x/S = 0, 

z/H = 0.5) – which is a better representation of the canyon average – the mean concentrations are 

the highest for the UC case and the lowest for the ST case. It is important to note, however, that the 

peaks of the concentration fluctuations induced by the heavily turbulent flow between the towers 

are reaching and many times exceeding those of the baseline case in the near-field. It can also be 

seen in Fig. 5 that in the far-field (i.e., in the middle of the 1st canyon), the mean concentration is 30 

times lower compared to the 0th canyon, and they are even lower in the case of heterogeneous roof 

height (MT, ST); although, the peak concentrations are in the same order of magnitude in all cases. 

↑2168 
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Fig. 6. Concentration statistics along several vertical (z) profiles. 

The above-described tendencies can be observed in the vertical concentration profiles presented in 

Fig. 6 as well. In the source canyon, the mean concentrations are generally higher for the UC 

arrangement compared to the towers, with two exceptions: for the MT arrangement, on the left side 

(y > 0, between two short buildings) particularly high average concentrations are present below z/H = 

0.5, which can be attributed to the fact that a tight, closed vortex structure – similar to the canyon 

vortex in the UC case – is formed between the short buildings, hindering the upward transport of the 

pollutants. Conversely, in the ST case, high concentrations above the source can only be found over 

the right source, at z/H = 0.1. It can also be seen in Fig. 6 that in the 1st downstream canyon, the 

mean exposure is significantly lower in the presence of the towers compared to the UC case. The 

peak concentration values can reach (and exceed) those of the uniform canyons only above street 

level; hence, the pedestrian exposure is not compromised in the far-field. 

1771→  
2920→  4047→  
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Fig. 7. Characteristics of three measurement points located at different distances from the (UC 

case). Left: 1 s long samples of the time series. Middle: histograms with the Exponentially Modified 

Gaussian PDF fitted to the original time series. Right: power spectra of the original time series. 

Fig. 7 shows the time statistics for three measurement points above the uniform canyons at  

z/H = 1.2. It can be observed that as we move away from the source, the probability distribution 

blends from an exponential to a Gaussian PDF, which can be explained by the fact that in the near-

field high, pulse-like concentration peaks (caused by the turbulent flow) are superimposed on top of 

an essentially zero background concentration (known as meandering); while in the far-field, the 

tracer gas is evenly mixed, resulting in a more symmetric, normal-like behavior around a significantly 

lower mean value, with clearly noticeable peaks in the spectrum. The parameters of the fitted EMG 

distributions are compared with the statistics derived from the experimental data in Table 1 below. 

Table 1. Statistics corresponding to Fig. 7. (Italic numbers denote the statistics derived from the fitted PDF.) 

Measmt. 
point 

x/S 
[–] 

μ 
[–] 

σ 
[–] 

τ 
[–] 

c*mean 
[–] 

c*std 

[–] 
c*1 
[–] 

c*25 
[–] 

c*50 
[–] 

c*75 
[–] 

c*99 
[–] 

#1  0.75 -2.015 0.965 20.723 
18.71 

18.71 

25.12 

20.75 

-2.53 

-2.68 

1.41 

3.81 

8.12 

12.06 

27.26 

25.54 

110.31 

93.22 

#2 2.5 0.408 1.715 5.215 
5.62 

5.62 

5.39 

5.49 

-2.08 

-2.08 

1.80 

1.83 

4.49 

4.20 

8.12 

7.85 

24.00 

24.64 

#3 5 1.082 1.706 1.471 
2.55 

2.55 

2.25 

2.25 

-2.27 

-2.10 

1.03 

1.01 

2.37 

2.37 

3.89 

3.86 

8.84 

8.82 
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4. Conclusions 
In the present paper, the concentration distribution of three periodic building arrangements was 

analyzed using statistical tools. It was shown that the mean concentration within the urban canopy 

could be effectively decreased by introducing heterogeneity to the building height, i.e., by 

constructing towers in either matrix or staggered arrangement, while keeping the total building 

volume and plan area density identical to the reference case of uniform H/W = 1 street canyons. It 

was also demonstrated that the temporal probability distribution of the concentration – showing an 

exponential-like behavior in the near-field and a normal-like behavior in the far-field – can be 

accurately represented using the Exponentially Modified Gaussian distribution. 
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Appendix 

The geometrical position and the range of the measured concentration profiles are compiled below. 

Table A1. Details of the concentration measurements. 

Name x/S [–] y/T [–] z/H [–] Active source* In this paper 

X distribution in the 0th canyon 
-

0.2…0.2 

-0.5 

0.5 
0.5 

Right 

Left 
Fig. 4. 

X distribution in the 1st canyon 0.8…1.2 
-0.5 

0.5 
0.5 

Right 

Left 
Fig. 4. 

X distribution over the roofs (UC) / 
between the tall buildings (MT, ST) 

0…6 
±0.5 

(see Fig. 1.) 
1.2 

Right (UC, ST) 

Left (MT, ST) 
Fig. 4., Fig. 7. 

Y distribution in the leeweard corner 
of the 0th canyon 

-0.2 
-1.75…0.75 

-0.75…1.75 
0.1 

Right 

Left 
Fig. 5. 

Y distribution in the middle of 
the 0th canyon 

0 
-2.75…1.75 

-1.75…2.75 
0.5 

Right 

Left 
Fig. 5. 

Y distribution in the middle of 
the 1st canyon 

1 
-2.75…1.75 

-1.75…2.75 
0.5 

Right 

Left 
Fig. 5. 

Y distribution in the middle of 
the 4th canyon 

4 
-2.75…1.75 

-1.75…2.75 
0.5 

Right 

Left 
Not shown 

Y distribution over the 4th canyon 4 
-2.75…1.75 

-1.75…2.75 
0.5 

Right 

Left 
Not shown 

Z distribution in the 0th canyon 0 
-0.5 

0.5 
0.1…2.5 

Right 

Left 
Fig. 6. 

Z distribution in the 1st canyon 1 
-0.5 

0.5 
0.1…3.5 

Right 

Left 
Fig. 6. 

Z distribution in the 4th canyon 4 
-0.5 

0.5 
0.1…3.5 

Right 

Left 
Not shown 

* For the uniform canyons (UC) the left source was not active at all. In Figs. 4-6, the results from the right side are 
displayed on the left as well, utilizing the geometrical similarity. 
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Abstract 

Recent investigation of turbulent boundary layer flows developing over urban-like roughness has 

evidenced the strong similarities of their spatio-temporal organization with that of smooth-wall 

boundary layers. In particular, the presence of large and very-large scale structures (VLSMs) has been 

shown in flow at high Reynolds numbers. The objective of the present contribution is to review some 

of the aspect of the interaction between these boundary-layer large scales and the most energetic 

structures existing in the roughness sublayer (RSL). In addition to superimpose onto the RSL scales, 

VLSMs are shown to modulate canopy turbulence, leaving their imprint in high order moments and 

participating to the transport of kinetic energy turbulence through inter-scale energy transfer. 

 

1. Introduction 

Understanding and modeling the flow dynamics over urban terrain still represent a challenge due to 

the high geometrical complexity of built areas, the existence of numerous interacting 

thermodynamic processes that take place in the urban canopy, and the mutual influence of 

atmospheric processes. From a purely aerodynamic point of view, the atmospheric flow over the 

urban canopy can be considered as a high Reynolds number boundary-layer flow developing over a 

heterogeneous and multi-scale surface. This flow has therefore an important multi-scale character in 

both space and time with strong and complex inter-scale interactions. The resulting high complexity 

limits our ability both to understand the dynamics of urban flows and to model these flows. 

Decades of research on the turbulent boundary layer that develops over a flat smooth wall has 

brought general consensus across the scientific community regarding its organization (Marusic et al. 

2010): the turbulent structures existing in such a flow are the well-known near-wall streaks and 

hairpin vortices, the latter assembling into vortex packets to form a third type of coherent structures, 

the large-scale motions (LSMs). The fourth type of structures has been identified as very large-scale 

motions (VLSMs) consisting of narrow low-momentum regions meandering in the horizontal plane 

and flanked by regions of high momentum (Hutchins & Marusic, 2007). While smaller structures such 

as streaks and hairpin vortices scale in wall units, LSMs and VLSMs are found to scale with δ, the 

depth of the boundary layer. VLSMs and near-wall turbulence have been found to interact through a 

non-linear mechanism that resembles amplitude modulation. Despite the drastic modification of the 

near-wall turbulent cycle by the roughness elements in flow over very rough surfaces similar to urban 

terrain, similar types of coherent structures have been shown to exist in direct numerical simulation 

(DNS) (Coceal et al., 2007), large-eddy simulation (LES) (Kanda et al., 2004), wind-tunnel experiments 

(Castro et al., 2006), and field experiments (Inagaki & Kanda, 2010). 

Building upon these past studies and based on the last decade of experimental research conducted 

at the LHEEA lab in Nantes, France, the objective of the present contribution is to review some of the 
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aspect of the interaction between the most energetic large scales existing in the boundary layer and 

those from the roughness sublayer (RSL). Section 2 describes the experimental setup and 

methodologies. Section 3 is devoted to the presentation of the main results. Discussion and 

conclusions are presented in Section 4. 

2. Methods 

2.1. Experimental setup 

 

Fig. 1: Wind-tunnel set-up (sketch not to scale). 

Experiments were conducted in the boundary-layer wind tunnel of the Laboratoire de recherche en 

Hydrodynamique, Energétique et Environnement Atmosphérique of Ecole Centrale de Nantes 

(LHEEA, Nantes, France), which has test-section dimensions of 24 m × 2 m × 2 m (Fig. 1). A 

reproduction of the lower part of a suburban-type ABL developing over an idealized urban canopy 

model was achieved by using five vertical, tapered spires of height of 800 mm and width of 134 mm 

at their base, a 200 mm high solid fence across the working section located 0.75 m downstream of 

the inlet, followed by a 22 m fetch of staggered cubic roughness elements of various density (6.25%, 

25%, 44.4%) or two-dimensional bars. The obstacle height was ℎ = 50 mm. Extensive details on this 

facility and set-up can be found in Blackman et al. (2014, 2018b) and Perret  et al. (2019). 

Measurements were conducted using hot-wire anemometry (HWA) (Perret et al., 2019) and 

stereoscopic Particle Image Velocimetry (PIV) (Basley et al., 2018, 2019, Blackman et al., 2014, 2017, 

2018b). In some of these studies, the two measurement techniques were combined and 

synchronized to allow for the time-resolved estimation of the coherent structures detected in the 

boundary layer.  

2.2. Method for large scales – small scales separation 

The method for the detection and separation of the large scales from the boundary layer and the 

smaller scales existing within the RSL is briefly presented here. For more details, the reader is 

referred to the work of Blackman & Perret (2016) and Perret et al. (2019). 

Given the strong geometrical heterogeneity of the urban canopy, in most of the results presented 

here, PIV was retained as a measurement technique to enable the analysis of the spatial variation 

and features of both the flow and the existing coherent structures within the RSL. However, standard 

PIV systems suffer from a low temporal acquisition frequency (on the order of 10Hz), too low to 
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correctly sample the time evolution of the flow. From a spatial point of view, given the typical depth 

of the  

 

Fig. 2: Schematic of process used for large-scale eduction (Blackman & Perret, 2016). 

boundary layers generated in the LHEEA’s wind tunnel (on the order of 1m), the PIV field of view is 

generally too small to capture the spatial extent of the largest scales existing in the boundary layer. 

A method using synchronized HWA (to measure the large-scales) and PIV (to capture the flow 

characteristics within the RSL) has been designed, based on the use of the Linear Stochastic 

Estimation (LSE). This method enables the estimation of the part of the velocity field that is the most 

correlated with a given reference signal. In the present case, the reference signal is 𝑢′𝐵𝐿 the low-pass 

filtered streamwise velocity component measured using HWA in the logarithmic region of the 

boundary layer characterizing the large-scales. The large-scale contribution 𝑢′𝐿~  to the velocity field 

measured via PIV is estimated using LSE as described in figure 2, and is written as a linear 

combination of the large-scale signal measured at different time intervals. The coefficients 

𝐴𝑖
𝑚directly depend on the temporal correlation between the velocity measured by PIV and the time-

resolved HWA signals, a statistics that can be measured as the two measurement systems are 

synchronized. A spectral version of this approach has been proposed by Perret et al. (2019), based on 

the use of the cross-spectra between two HWA located in the RSL and in the log-region, respectively. 

Note that an  
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Fig. 3: Pre-multiplied spectra of the streamwise veocity component as a function of the distance 

from the wall 𝑧 and the  normalized frequency by ⟨𝑢(𝑧)⟩ and 𝛿. Symbols show the energy maxima 

(Perret et al, 2019). 

alternative approach based on the use of the Proper Orthogonal Decomposition (POD) with a 

modified kernel has been proposed and validated by Perret & Kerhervé (2019) for the large-scale 

extraction from PIV data only. 

3. Results 

3.1.  Evidence of the presence of very large-scale structures 

VLSMs in the smooth-wall turbulent boundary layer have been identified as turbulent structures 

similar to high- and low-speed streaks of very large streamwise extent (several times 𝛿) and that 

scale with 𝛿 and the local mean streamwise velocity ⟨𝑢(𝑧)⟩. Their contribution to the variance and 

the Reynolds shear-stress in the near-wall region remains small. 

Studying the most energetic structures of the streamwise velocity component in the boundary layer 

developing over cube arrays of different packing density, Perret et al. (2019) evidenced the presence 

of VLSMs. In the outer region of the boundary layer, these structures have a streamwise extent of 

3.3𝛿, independent of the distance from the wall and of the packing density (Fig. 3). Their two-point 

analysis of the spectral coherence between a fixed point within the log-region and a moving point 

within the RSL showed the large vertical extension of these structures. The part of the velocity signal 

correlated between the two points indeed corresponded to the VLSMs wavelengths. 

The characteristics of the VLSMs have been further investigated in the horizontal plane by Basley et 

al. (2019), confirming the associated wavelengths and their meandering behavior. VLSMs were also 

detected within the RSL, through the presence of a secondary energy peak in the spectra at low 

wavenumbers. 

Blackman et al. (2018b) evidenced the presence of VLSMs in boundary layers developing of two-

dimensional obstacles (i.e a series of street canyons) with different spacing. They showed the same 

characteristics as those detected in flow over cube canopies (Fig. 4). It is worth noting here that the 

same type of coherent structures have also been educed from boundary layers developing over 

vegetation canopies (Perret & Ruiz, 2013), confirming that are a key ingredient common to all 

turbulent boundary layer types. 
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Fig. 4: temporal evolution of the VLSMs associated with the streamwise velocity component in flows 

over (a) a 25% cube array, (b) and (c) two-dimensional obstacles with spacing of 𝑊 ℎ⁄ = 1 

and𝑊 ℎ⁄ = 3, respectively (Blackman et al, 2018). 

 

3.2.  Boundary layer – canopy flow scale interaction. 

Studies of smooth boundary layers have shown that the VLSMs contribution becomes prominent in 

the outer region of the flow with increasing Reynolds number. In addition to the superimposition 

mechanisms described above, the interaction between the VLSMs and the near-wall turbulence has 

been shown to resemble an amplitude modulation (AM) mechanism, through which the smaller-

scales near the wall are amplified or attenuated by the very-large scale high- or low-speed streaks, 

respectively (Hutchins & Marusic, 2007; Mathis et al., 2009). The identification of such a mechanism 

is based on the decomposition of the velocity field into a large- and a small-scale contributions, as 

𝑢 = 𝑢𝐿 + 𝑢𝑆. In the present case, this decomposition has been performed using the method 

described in section 2.2. This decomposition is then used to compute the statistics ⟨𝑢𝐿𝑢𝑆
2⟩ (one of the 

four components of the scale-decomposed skewness), which serves as a diagnostic tool to identify 

non-linear scale interactions such as amplitude modulation (Mathis et al., 2011). This statistics, being 

similar to the correlation coefficient between the large scales and the envelope of the small scale, 

takes positive values when large-scale high- (low-) speed streaks are correlated with high (low) level 

of near-wall turbulence. Conversely, negative values correspond to attenuated small scales in the 

presence of high-speed VLSMs. An example of the one-point version of ⟨𝑢𝐿𝑢𝑆
2⟩ estimated in the RSL 

of turbulent boundary layers developing of staggered arrays of cubes is shown in figure 5. It shows 

that, in addition to the above-mentioned superimposition effect, most of the RSL turbulence is under 

the influence of the VLSMs (which do not correspond to the most energetic structures in this region 

of the flow) through an AM-like mechanism, independent of the canopy-flow regime (Blackman et 

al., 2019). Similar results were found in flows over two-dimensional obstacle arrays (Blackman et al., 

2018b). 
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Fig. 5: Influence of the packing density 𝜆𝑝 of cube canopies on the amplitude modulation 

mechanism. Red symbols: 𝜆𝑝 = 6.25%, blue symbols:𝜆𝑝 = 25%, black symbols: 𝜆𝑝 = 44.4% (filled 

symbols:𝛿+ = 45000, open symbols: 𝛿+ = 30000) (Blackman et al., 2019). 

 

 

Fig. 6: Spatio-temporal two-point correlation 𝑅𝑢𝐿𝑢𝑆
2(𝑧𝐿, 𝑧𝑆 , 𝜏𝐿): fixed point 𝑧𝑆 = 0.75: small scales, 

moving point 𝑧𝐿: large-scales (𝑥𝑆 = 𝑥𝐿) for (a) 25% cube canopies, (b) and (c) two-dimensional 

obstacles with spacing of 𝑊 ℎ⁄ = 1 and 𝑊 ℎ⁄ = 3, respectively (Blackman et al., 2018). 
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Fig. 7: spatial organization of the coherent structures of in a horizontal plane within the RSL. Red 

and blue shaded areas correspond to large-scale high- and low-speed regions, red and blue hatched 

areas correspond to locations of amplification or attenuation, respectively, of the small scales by 

the large through the AM-like mechanism (Basley et al., 2018). 

To further investigate the spatial structure of the interaction and allow for the study of the 

interaction between the VLSMs and the inner-canopy flow, the two-point version (both in time and 

space) of the statistics ⟨𝑢𝐿𝑢𝑆
2⟩ has also been used. Results from figure 6 show that the RSL and the 

top half of the canopy, the flow is under the positive influence of the VLSMs (i.e high-streaks 

correspond to amplified small-scale turbulence), in the bottom part of the canopy, 𝑢𝐿 and 𝑢𝑆 are out 

of phase (i.e negative values of ⟨𝑢𝐿𝑢𝑆
2⟩) (Blackman et al., 2018b). Overall, the influence of the large 

scales onto the smaller scales is independent of the nature of the canopy, the differences being 

attributed to the change of flow regime and the subsequent small-scale turbulence modification 

rather than a change in the interaction mechanism (Blackman et al., 2018b). 

The spatial structures of the large-small scale interaction has been further investigated in the 

horizontal plane within the RSL by Basley et al. (2018). By taking into account the sign of both the 

streamwise and spanwise large-scale velocity components 𝑢𝐿 and 𝑣𝐿, respectively, they computed 

conditional two-point AM coefficients. By doing so, they broke the symmetry imposed by the 

spanwise statistical homogeneity of the flow and accounted for the meandering behavior of the 

VLSMs. They evidenced the preferred spatial organization of the AM mechanism (Fig. 7): the VLSMs 

influence is non-symmetric, the maximum influence being on their flank, and on their upstream 

portion, in agreement with the literature finding that small scales are phase-leading. 

These findings are summarized in figures 8. Strong similarities with the interaction mechanisms 

identified in smooth-wall flows are found, in particular regarding the nature and the organization of 

coherent structures in the logarithmic and outer regions of the boundary layer and the existence of a 

superimposition – amplitude modulation mechanism of the near-wall canopy flow by the VLSMs. The 

only differences (from a qualitative point of view) seem to be due to the obvious change of the 

structure of turbulence within the RSL due to the presence of the canopy obstacles and the change of 

in flow regimes induced by the canopy morphology. Despite the apparent strong decoupling of the 

lower portion of the canopy flow from the outer flow induced by the canopy itself (not discussed 

here), the upper half of the canopy and the portion of the RSL above, are influenced by the 

mechanisms discussed above. It therefore suggests an influence of the larger scales of the boundary 

layer onto the instantaneous exchange processes between the canopy and the flow above. 
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Fig. 8: Influence and interaction of the VLSMs with the canopy flow for (top) skimming flow and 

(bottom) wake-interference flow regimes (Blackman et al., 2018b). 

 

 

Fig. 9: Mean (red) and standard deviation (black) of the inter-scale energy transfer term between 

the VLSMs and the canopy turbulence in the boundary layer developing over a 25% staggered cube 

array (positive values indicate energy transfer from the VLSMs to the smaller scales) (Blackman et 

al., 2018a) 

3.3.  Amplitude modulation and inter-scale energy transfer 

Besides leaving their imprint on the smaller-scales and modulating their amplitude, the large most 

energetic coherent structures from the boundary layer do interact with the RSL turbulence via an 

energy transfer mechanism. This point has recently been investigated by Blackman et al. (2018a) by 

estimating the inter-scale turbulent kinetic energy transfer between the VLSMs and the RSL flow in 

the boundary layer developing over a 25% staggered cube array. As expected, the average energy 
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transfer is from the VLSMs toward the smaller scales (i.e classical forward scatter of energy). 

Interestingly, instantaneous energy transfer were found of larger magnitude and were found from 

VLSMs to small scales but also the other way around (i.e backscatter of energy), implying a more 

complex interaction mechanism than what can be observed in average. This energy transfer has been 

found to be well correlated with the amplitude modulation mechanism firstly observed, confirming 

the non-linear nature of the latter. Similar findings have been obtained in atmospheric boundary 

layers developing over vegetation canopies for various atmospheric stability regimes by Perret & 

Patton (2021). The extension of this analysis to various of urban-like canopies is the subject of 

ongoing research. 

4. Conclusion 

Recent results obtained at LHEEA, Nantes, and based on wind tunnel investigation on the interaction 

between the most energetic large scales existing in the outer region of boundary layers developing 

over urban-like canopies and those existing in the RSL have been presented. Focusing first on the 

identification of these coherent structures, it has been shown that despite the strong disruption of 

the near-wall flow by the presence of the obstacles, the spatio-temporal organization of the 

turbulent boundary layers over very rough wall share many features with those developing over 

smooth walls. In particular, it has been shown that the interaction between the inner and the outer 

region of the flow is driven by the same type of mechanism, namely the combination of the 

superimposition of the large scales onto the RSL turbulence with a non-linear interaction that 

resembles an amplitude modulation mechanism, influencing all three velocity components. This 

feature has been found in all the investigated flow configurations with different types of canopy 

morphology: cube arrays of different packing densities, arrays of two-dimensional obstacles with 

different streamwise spacing and vegetation-like canopies. This amplitude modulation mechanism, 

being non-linear, leaves its imprint into the third-order moment of the velocity components (i.e their 

skewness) and is directly linked to inter-scale energy transfer. 

The modulation of small-scale turbulence by larger scales discussed in this paper clearly 

demonstrates the importance of large-scale turbulence on higher-order velocity statistics and the 

instantaneous dynamics of smaller-scale turbulence in the RSL. It therefore reinforces the need for 

the proper physical modeling of all the relevant scales within the wind tunnel if one wants to perform 

accurate wind-tunnel simulations of flows relevant to atmospheric processes. Furthermore, the 

VLSMs being an order of magnitude larger than the RSL scales, the amplification/attenuation of the 

latter by the former can lead to long-standing spatial heterogeneity in the RSL flow characteristics. 

Even if this will average out in the case of horizontally homogeneous terrains, presence of surface 

heterogeneity caused for instance by topography, preferential roughness obstacle distribution, 

presence of tall isolated building will induce a locking effect of the location of those VLSMs and 

therefore of their influence. 
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Abstract 

Ventilation systems are fundamental in preventing disastrous consequences after road tunnel 

accidents. To improve our understanding, we have experimentally studied the ventilation conditions 

required to control the propagation of smoke produced by a tunnel fire in presence of a transversal 

extraction system and a longitudinal flow. Within a reduced scale tunnel, we have simulated the 

release of hot smoke during a fire by using a mixture of air and helium, while the buoyant flow 

dynamic has been analysed with flow visualisation techniques. We have focused our attention on 

studying the conditions that guarantee the confinement of the buoyant flow between two adjacent 

extraction vents. Experiments have involved various source conditions, different shapes and 

positions of the extraction vents as well as the use of barriers. In this way, it has been possible to 

quantify the increase of the extraction velocity needed to confine the buoyant flow by overcoming 

the effect of an imposed longitudinal current. Vents with a rectangular shape, and spanning over the 

whole tunnel width, provide the best performance while the squared off-centred ones have the 

worst performance. Finally, we studied the stratification conditions of the flow, individuating four 

different regimes due to the flow asymmetry. 

Introduction 

Road tunnels are environments where the control of smoke and fire emitted during accidents is 

potentially difficult to control. A recent study that has analysed more than 150 tunnel fire accidents 

(Bai et al., 2020) reposts that, on average, tunnel accidents are three times more lethal than 

accidents occurring on open roads. To prevent the occurrence of these dramatic events, forced 

tunnel ventilation systems are a pivotal strategy, permitting to safely evacuate the tunnel and 

reducing damage as much as possible. 

Depending on the traffic mode (one- or bi-directional) and traffic flow (congested and uncongested), 

different ventilation strategies can be adopted. With bi-directional road and/or congested traffic, 

transverse ventilation systems are the most appropriate. With this apparatus, the toxic smoke is 

extracted by vents displaced at the tunnel ceiling and the smoke should be confined within the 

extraction zone that is delimitated by two adjacent vents (Li & Chow, 2003). Along with the 

confinement of the hot smoke, transverse ventilation systems should keep the flow in stratified 

conditions, namely with the hot smoke lying on the tunnel ceiling. In real operational situations, the 

achievement of smoke confinement in stratified conditions is demanding, especially because of the 

flow asymmetry due to not perfect airflow regulation or the presence of natural ventilation currents,  
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driven by the wind-induced pressure difference between the two tunnel portals induced by 

meteorological effects (Kubwimana et al., 2018). 

In order to study transverse ventilation systems operating in asymmetry conditions (i.e. subject to a 

longitudinal flow), we performed an experimental campaign where the flow in the tunnel is induced 

by a buoyant release simulating a fire (Vauquelin, 2008) and by mechanical forcings due to the 

extraction vents at the tunnel ceiling and the longitudinal flow imposed by a longitudinal pressure 

gradient. 

Experimental set-up 

The experimental campaign was conducted in a 1/25 reduced tunnel facility (Figure 1a) installed at 

the Fluid Mechanics and Acoustics Laboratory (LMFA) of the Ecole Centrale de Lyon. The reduced 

tunnel is 8.4 m long with a rectangular cross-section (0.36 m broad and 0.18 m high). The flow within 

the tunnel was studied using flow visualisation, i.e. oil drops were injected into the buoyant flow (a 

mixture of air and helium) and, if excited with a green laser sheet, allowed for the direct visualisation 

of the buoyant release. The inlet flow rate (and in turn the mean longitudinal velocity ��) was 

measured by using a Pitot tube placed at the tunnel entrance. 

Figure 1: a) Overview of the tunnel facility used for the experiments thogheder with the instrumentation. Panels b) to d)
report the shape and disposition of the different dampers displaced in the tunnel ceiling: b) rectangular shape damper (RSD); 
c) square shape damper positioned in the centre of the tunnel (SSD-PC); d) square shape damper positioned in the side of the 
tunnel (SSD-PS). Finally, panel e) shows the disposition of barriers (ℎ = �/3) in the representative case of SSD-PC. 
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Table 1: Summary of experiments and associated fluid dynamics conditions. 

Three different vent (or damper) shapes were employed during the experiments, all having the same 

opening area �� = 0.011 m2 (Figure 1b-d). We used the same dampers adopted by Chaabat et al. 

(2020), notably: 

 A damper with a transverse rectangular shape (0.32 x 0.034 m) which occupies almost the 

entire width of the tunnel, hereinafter called RSD (Figure 1b); 

 A damper with a square shape (0.104 x 0.104 m) centred with respect to the tunnel 

centreline, hereinafter called SSD-PC (Figure 1c); 

 A damper with a square shape (0.104 x 0.104 m) positioned on a side with respect to the 

tunnel centreline, hereinafter called SSD-PS (Figure 1d). 

Note that side positioned squared shape dampers (SSD-PS) are the most common configuration in 

actual tunnels (e.g. the Trans-Alpine Fréjus Road Tunnel connecting France and Italy), since a fresh air 

duct is often present next to the smoke extraction duct. Additionally, we tested the effect of vertical 

barriers in order to enhance the vents' capture efficiency (Figure 1e). Two planar barriers were hung 

at the tunnel ceiling close to the vents' extremity. The height and width of the barriers were ℎ = �/3 

and 2� (i.e. equal to the tunnel width), respectively, and were sufficiently rigid to withstand the 

aerodynamic forces induced by the flow. 

Table 1 reports the carried out experiments together with the values of the controlling parameters. 

In particular, Γ� = 5�� 4������
�⁄  is the plume Richardson number (where �� is the buoyancy flux at 

the source, � is the top-hat entrainment coefficient, �� is the souce diameter and �� is the flow 

velocity at the source), �� ��⁄  is the ratio between the souce density and the air density, ��� =

�� (��/�)
� �⁄⁄  is the tunnel Froude number (� is the tunnel high) and ���,� = ��,� (��/�)

� �⁄⁄  is the 

extraction Froude number (where ��,� is the mean extraction velocity). As reported in Salizzoni et al. 

(2018), Γ� is generally used to distinguish between forced plumes (Γ� < 1) lazy plumes (Γ� > 1), pure  

 

Run �� �� ��⁄  ��� ���,� Vents Barriers 

Test 1 1.6 0.74 0.35 - 2.39 2.09 - 9.92 RSD × 

Test 2 3.0 0.74 0.46 - 2.78 2.31 - 10.26 RSD × 

Test 3 1.9 0.72 0.60 - 2.10 3.60 - 8.91 RSD × 

Test 4 3.7 0.72 0.25 - 2.49 1.95 - 9.64 RSD × 

Test 5 7.4 0.72 0.31 - 3.16 2.01 - 11.77 RSD × 

Test 6 3.7 0.45 0.35 - 1.36 2.35 - 6.09 RSD × 

Test 7 14.8 0.72 0.27 - 3.32 2.13 - 12.18 RSD × 

Test 8 3.7 0.26 0.32 - 1.57 2.31 - 6.55 RSD × 

Test 9 3.7 0.72 0.32 - 2.52 2.60 - 10.73 RSD  

Test 10 3.7 0.72 1.33 - 2.57 7.12 - 11.32 SSD-PC × 

Test 11 3.7 0.72 0.49 - 2.93 3.31 - 10.88 SSD-PC  

Test 12 3.7 0.72 2.27 11.28 SSD-PS × 

Test 13 3.7 0.72 1.26 - 2.73 6.76 - 11.20 SSD-PS  
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plumes (Γ� = 1) and jets (Γ� = 0), depending on the relative importance between the momentum 

and buoyancy flux (Morton, 1959; Hunt & Kaye, 2005). 

Each test started by turning on all three fans at the minimum regime (Figure 1a). Once the 

longitudinal velocity at the tunnel inlet became stable, the flowmeters controlling the buoyant 

release were also turned on. At this stage, the extraction velocity was weak, so the released buoyant 

fluid could spread within the whole tunnel. The extraction velocity of the vertical fans was then 

progressively increased, always checking that the flow extracted by both fans was the same. When 

the confinement condition was attained, i.e. with the buoyant release bounded between the two 

vents, we registered the value of the extraction velocities at the two vents, as well as the value of ��. 

The extraction velocity in confinement conditions ��,� was then computed as the average between 

the values registered at fan no. 1 and fan no. 2 (Figure 1a). To further explore the relationship 

between ��  and ��,�, the longitudinal velocity was slightly increased and the above procedure was 

repeated. A test was stopped when the flow rate at the extraction vents exceeded the rotameter 

measurement range. 

Main Results 

First of all, based on the visualisations of the distribution of the buoyant flow, we could identify four 

different flow stratification conditions or regimes (Figure 2): 

 Regime I (Figure 2a): the flow is stratified, with the light gas lying close to the tunnel ceiling, 

since the buoyancy effects prevail over turbulent mixing; 

 Regime II (Figure 2b): the buoyant fluid is unstratified on the upwind side, due to the growing 

role of Kelvin-Helmholtz instabilities, and stratified on the downwind side; 

 Regime III (Figure 2c): the turbulent fluctuations overcome the density gradients, so that the 

light gas mixes with the ambient air, on both sides of the source; 

 Regime IV (Figure 2d): the buoyant fluid is present only downwind of the source due to the 

 overwhelming effect of the longitudinal velocity. 

 

Figure 2: Example of stratification conditions of the buoyant release in the tunnel with RSD: a) Regime I – stratified flow; b) 
Regime II – intermediate condition; c) Regime III – unstratified flow; d) Regime IV – strong longitudinal velocity. The grey 
arrows indicate the position and direction of extraction of the vents. 
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Figure 3: Relationship between the tunnel Floude number ��� and the extraction Froude number ���,� using a) RSD and 

different source conditions (�� = 1.6 − 14.8 and �� ��⁄ = 0.26 − 0.74); b) different vent arrangements (hollow markers) 
and barriers (filled markers). In panels c) and d) the flow regimes are reported as follows: black markers indicate Regime I, 
purple markers indicate Regime II, red markers indicate Regime III while blue markers indicate Regime IV. 

Regime IV (Figure 2d): the buoyant fluid is present only downwind of the source due to the 

overwhelming effect of the longitudinal velocity. The functional dependence between ��� and ���,� is 

unveiled in Figure 3a for RSD and Figure 3b for also SSD-PC and SSD-PS as well as the usage of 

barriers. Considering the same damper shape, the data follow a curve of the form ���,� = ���� + �, 

where the coefficient � seems to be unsensitive of the damper shape and position while the 

coefficient � depend on the damper configuration. Interestingly (Figure 3a), the flow dynamic is 

insensitive to the source conditions (Γ� and �� ��⁄ ), as already figured out in longitudinal and pure 

transverse tunnel ventilation systems (Jiang et al., 2019; Chaabat et al., 2020). Looking at Figure 3b, 

we can state that the shape and position of the dampers have a significant impact on the conditions 

required to confine the buoyant smoke. As already exposed by Chaabat et al. (2020), the rectangular  
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shape damper (RSD) leads to the best performance, while the off-centred square damper (SSD-PS) 

can confine the buoyant plume only with very high velocities. A possible way to improve the 

effectiveness of on existing ventilation system is the deployment of solid barriers at the tunnel ceiling 

(Seike et al., 2014) and in Figure 3b it can be seen that when barriers are used in combination with 

square-shaped dampers, they are effective in reducing the extraction velocity required to impose 

confinement conditions, compared to the case of an empty tunnel. Instead, with rectangular-shaped 

dampers, the beneficial action of the barriers is limited or negligible, since their opening already 

spans the whole tunnel width. 

Finally, we focus on the flow regimes within the tunnel and their occurrence as a function of the two 

control parameters ��� and ���,�, which we present in Figure 3c a for the rectangular-shaped 

dampers (RSD) and Figure 3d for the square-shaped dampers (SSD-PC and SSD-PS) as well as with the 

deployment of barriers. Interestingly, we observe an almost perfect succession of the four regimes, 

as identified in Figure 2, as both the longitudinal and extraction velocities increase. The 

implementation of dampers with a different shape highly affects the buoyant flow regime (Figure 

3d). Indeed, placing both the SSD-PC and the SSD-PS prevents the occurrence of a stratified flow 

(Regimes I and II), so that only Regimes III and IV can occur. The situation can be somehow improved 

using the barriers. 

Conclusions 

The conditions required to confine a buoyant release within a tunnel were studied by means of flow 

visualisation technique in a reduced tunnel facility equipped with a transverse ventilation system 

subject to a longitudinal airflow. First, we have noted that the confined buoyant flow can exhibit four 

distinct regimes, i.e. stratified (Regime I), intermediate condition (Regime II), unstratified (Regime III), 

or an extreme condition where the plume is deviated by the strong longitudinal velocity towards the 

downstream vent (Regime IV). Second, we have pointed out the functional dependence that exists 

between the controlling parameters ��� and ���,�. Finally, we have found that rectangular-shaped 

dampers guarantee the best performance in confining the buoyant release while the squared off-

centred ones have the worst performance. 
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Abstract 

The inevitability of climate change1 and the rise of net-zero policies are driving unprecedented 
growth in wind energy technologies, with the UK pledging to generate “40 GW from offshore wind–
enough to power every home in the UK” by 20302. This requires understanding and modelling, to a 
greater degree than at present, the temporal and spatial behaviour of the wind within each wind 
farm, to enable more accurate performance predictions and wind farm optimisation. In turn, this 
means a better grasp of turbine wakes both in terms of mean velocity deficit (i.e., steady wind 
component) and turbulence quantities, which can lead to loss of energy production, raised fatigue 
loads, and shorter machine life. Both the steady and unsteady properties of wake flows are affected 
by the stability state of the atmospheric boundary layer. In this talk, we will discuss a set of wind 
tunnel measurements performed in the EnFlo thermally stratified wind tunnel at the University of 
Surrey, on two models: a porous disk and a scaled wind turbine of matched size in both neutral and 
stably stratified winds. The talk will focus on the spatial evolution of high-order turbulence quantities 
in the wake flow of a single wind turbine. 

 

 

                                                           
1
 Climate Change 2021: the Physical Science Basis. Intergov. Panel on Climate Change (IPCC). UN. 

2
Energy white paper: Powering our net-zero future (2020). Dep. for Business, Energy & Industrial Strategy. 
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Abstract 

Despite the fact that a variety of force balance and sensor systems are available for use in wind tunnels, 
measuring small drag forces at low wind speeds remains to be an challenging task. Measuring the drag 
forces acting on relatively small and relatively smooth surfaces, particularly in low-speed boundary 
layer wind tunnels, often becomes expensive as far as the costs of force sensors and the force balance 
are concerned. A desire for systematic modelling and measurement of the drag forces acting on varying 
sea ice roughness motivated the study reported here. 
 

Introduction 

The Aerodynamic roughness length (z0) is one of the most important parameters in modelling the 

regional ice motions, however there are a lot of uncertainties around its measurement. The values of 

z0 obtained from field measurement are often not accurate and this can be attributed to multiple 

reasons. One of the main reasons is that, at most field stations, wind speeds were only measured at a 

few level heights and bears much statistical uncertainty in measuring z0. Also, the field instruments are 

exposed to harsh atmospheric conditions, which inherently leads to error in estimating z0. 

Uncertainties in estimating z0 leads to error in evaluating drag forces over ice sheets. In order to 

overcome the inaccuracies associated with the field experiments, wind tunnel experiments are carried 

out in a controlled environment. In order to quantify the drag forces, a one component force 

measurement device for a boundary layer wind tunnel has been developed.  

A one component, pressure based force balance device has been proposed to measure the drag forces 

for a boundary layer wind tunnel. The main idea to build such a device is to provide an alternative to 

the already existing Piezoelectric Force Sensors for wind tunnels. One advantage for such a device is 

that it would be cost-effective compared to the Piezoelectric Force Sensors and is made from the 

transducers which are generally available at any wind tunnel facility. The other advantage for building 

such a device is that the measurement range capabilites is not restricited to its inbuilt stiffness, which 

is in the case of the Piezoelectric Force Sensors for wind tunnels. Figure 1 shows a 2-D illustration of 

the proposed pressure based force device. 
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        Fig 1: Diagram of the Proposed Device 

 

Design of Pressure based 1D Drag Force Balance 

The device consists of two rectangular 40 by 35 mm aluminium frames which are attached vertically 

by four flexible bending beams (see Figure 2). A ‘pressure chamber’ is mounted at the centre of the 

bottom frame. In a similar fashion, a linear actuator is mounted on the upper frame of the device. The 

pressure chamber is composed of a small circular aluminium cup covered by a flexible membrane. The 

pressure signal generated by the movement of the actuator is transferred to a regular laboratory grade 

pressure transducer via tubing. The Pressure chamber and the linear actuator are aligned in such a way 

that it is perpendicular to the wind direction in the wind tunnel. The entire device is installed 

underneath the test section of the wind tunnel and the test section plate is mounted on the upper 

frame of the force balance. The advantages for such a design is that 

 Compact size – easy to install in a wind tunnel 

 Flexibility in choosing the materials for bending beams and the membrane sensors for the                 

pressure chamber 

 Simple design - Requires less maintenance 

Figure 2 shows the force balance device installed underneath the test section of the Blasius wind tunnel 

at the EWTL. A ‘moderately rough’ boundary layer was modelled in the wind tunnel following the VDI 

3783-12 guidelines. 
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       Figure 2: Force Balance device installed underneath the test section of the Blasius wind tunnel 

 

Working Principle 

As the wind is blown over the test section plate, the upper frame on which the linear actuator is 

mounted is moving, the actuator is deforming the membrane of the 'sensor cup' which in turn 

generates pressure signals. Pressure signals can be assigned to corresponding force values by a 

calibration of the whole setup before measurements. With the current setup, it is possible to quantify 

the drag forces in only one direction. However, the principle can easily extend to measure both of the 

horizontal drag force components simultaneously. Figure 3 shows the close up of the linear actuator 

and the pressure chamber    

 

Bending Beam 

Pressure Chamber 

Linear Actuator 

Upper & Lower Frame 

Tube towards pressure transducer 
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Figure 3: Close up view of the Pressure Chamber and Linear Actuator 

 

 

Performance/Measurement Capabilities 

One of the main performance objectives for building such a device is that it would be able to quantify 

the drag forces due to low wind speeds and to have a good repeatability of the results. Currently 

different configurations of bending beams and pressure chamber sensors are being carried out to 

optimize the performance of the device. Preliminary results showed that changing the bending beams 

influences the stability of the device. It was also found out that the output signal is strongly influenced 

by the sensor material. As of now, there are a few open end questions like which configuration have a 

very good repeatability of the output signal, what measurement times are needed for a  certain 

repeatability, how good is the sensitivity of a particular pressure chamber sensor and so on.  Exemplary 

results available by the time of the conference will illustrate the performance of the easy to replicate 

device. 
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section: Validation of numerical (and analytical) models

1 Introduction

Our work is motivated by modelling of pollutants and dust spread in the urban canopy which is one of
the major problem for human health in inhabited areas. Majority of the pollutants can be considered
as passive contaminants (driven by the flow), therefore we need to find the correct flow field for best
prediction of their concentration. The talk is focused on dynamical core of the model PALM which is
responsible for the best possible capture of the flow.

The computational results for the velocity magnitude and turbulent intensity are compared to
measurements in a wind tunnel (Vincenc Strouhal) at Institute of Theoretical and Applied Mechanics
(ITAM) which calibration is documented in [Kuznetsov et al.,2017]. The flow similar to urban Atmo-
spheric Boundary Layer (ABL) is simulated in the tunnel by three elements: castellated barrier wall
and vortex generators at the entrance of the aerodynamic section and surface roughness elements on
its floor. The question is how to prescribe the boundary condition at the enter of the domain which
can’t be completely simulated.

The realistic buildings layout from Prague-Dejvice quarter is chosen as the testing domain. It has
been 3D-printed ∗ and placed to the test section of the tunnel. The choice of this particular domain
is motivated by existing validation for the model in Dejvice quarter [Resler et al.,2021] and because
the buildings contain some passageways which serves for testing the new 3D structures in our model.

PALM model is capable to simulate turbulent air-flow within the lowest part of the ABL. By
default, it uses the Large Eddy Simulation (LES) approach in which the bulk of the turbulent motions
is explicitly resolved [PALM]. The core was already validated according to tunnel measurements
in [Gronemeier et al.,2021], therefore our expectations were high. The air simulated is considered as
incompressible (due to much lower velocities in comparison to the speed of sound), viscid (the molecular
viscosity is neglected everywhere except for the turbulent dissipation) and neutrally stratified (for
testing the dynamical core only without unfavourable stratification effects).

∗3D-geometry kindly provided by Operátor ICT, a.s. (operatorict.cz)
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2 Mathematical model

The dynamical core of PALM model is based on Navier-Stokes equations in Boussinesq approximation
for filtered quantities (filtering usually denoted with overbar is omitted here due to readability)

∇ · u = 0
∂u

∂t
+ (u · ∇)u = − 1

ρ0
∇π + g −∇ · τττ (1)

The velocity vector u = ui = (u, v, w) describes the movement of air which is assumed to be dry
with constant density ρ0. The gravitational acceleration denoted as g = −gδi3 is acting only in
vertical direction (here written using Kronecker’s delta δij in third component), its value is set to
g = 9.81 m/s2. The modified pressure fluctuation can be expressed as π = p+ 2

3ρ0e using the pressure
fluctuation p and sub-grid-scale (sgs = unresolved) turbulent kinetic energy e. The residual stress
tensor τττ = τij symbolises the turbulent part of the flow.

The modified Deardorff’s model is employed for turbulent closure (Einstein summation convention)

τij = u′′i u
′′
j −

2

3
eδij = −Km

(
∂ui
∂xj

+
∂uj
∂xi

)
∂e

∂t
+ uj

∂e

∂xj
= 2Km∇2e + u′′i u

′′
j

∂ui
∂xj

− ϵ (2)

The local (sgs) eddy diffusivity coefficient of momentum is approximated as Km ≈ 0.1∆
√
e, where

distance ∆ = min{∆xi} is minimal grid spacing. This distance serves also as implicit filter for

large eddies. The dissipation rate is approximated as ϵ ≈ 0.93
√
e3

∆ . For more details please see the
documentation in [PALM]. Further the dimensions are referenced as xi = (x, y, z).

2.1 Numerical solver

The equations are spatially discretized by using finite differences at equidistant horizontal grid spacing
while the vertical grid is stretched above the surface layer to save CPU-time.

Fig. 1: Arakawa staggered
C-grid [PALM]

The stretching factor applied above 100 m height set to 1.01 is limited
by maximal vertical step (max∆z = 2∆x). Arakawa staggered C-grid
is used for velocity u defined at edges of the grid cell while the scalars
are defined in the grid cell center (see fig. 1). The Upwind-biased
5th order advection scheme based on flux formulation according to
[Wicker&Skamarock,2002] is used.

The time integration is done by 3rd order low-storage (3 stages)
Runge-Kutta method according to [Baldauf,2008]. It is proved that

the CFL condition in such case can be CCFL = maxi{ui}∆t

∆ < 1.4
which limits the maximal time step ∆t.

To enforce incompressibility (divergence free velocity field needed
by Bouissinesq approx.) a predictor-corrector method is used where
Poisson equation is solved for the modified perturbation pressure (π)
after every time step. The resulting system of linear equations is
solved via multi-grid scheme (if number of cells per core is even) with
Gauss-Seidel method. The detailed description can be found in [PALM].

2
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3 Set-up and boundary conditions

As mentioned above, the measurement was done in Vincenc Strouhal)wind tunnel at the Institute of
Theoretical and Applied Mechanics (ITAM), detailed description can be found in [Kuznetsov et al.,2017]
and its references. What is important to notice here is the arrangement of elements generating the
ABL flow before the aerodynamic test section as can be seen in the fig. 2, because the castellated
barrier wall and vortex generators can’t be part of the model domain. Due to their placement too
close to the inlet, it would caused some serious instabilities in the model.

The real world building configuration in Prague-Dejvice between streets Jugoslavskych partyzanu
and Terronska was chosen as testing area (serves as inner domain in the model). The fig. 3 shows the
map of the area with blue circle indicating the passage-way in the building in Rooseveltova street.
The area is rotated clockwise to adjust the air flow with x-direction. The situation in the atmospheric
test section (inner domain in the model) is shown in the fig. 4 with marked measuring point locations.

Fig. 2: View from the aerodynamic
test section backwards (against the
flow).

Fig. 3: Map of chosen area.
The domain is rotated clockwise
in the model.

Fig. 4: The same area as inner
domain with measuring points.
.

The scale of the model is 1:300 which holds for time and space meaning that the 1 min. average
in the tunnel is 5 hours average in real. A characteristic length is chosen as the height of the vortex
generator which is H = 1.5 m in the tunnel which corresponds to 450 m in reality. The advantage of
the scale setting is that the velocities can be compared 1:1. If the reference velocity Uref = 6.6 m/s
is considered, the Reynolds number in the tunnel is Re ≈ 106 which is large enough. If Townsend’s
hypothesis applies, the flow in the wind tunnel should be dynamically comparable to the real one.

The computational domain contains all the roughness elements (simulated directly) as can be
seen in the fig. 5. The whole domain 3000 × 600 m large includes the test section with dimensions
600× 500 m (all listed as real here). The resolution of the grid is set to ∆ = 1 m.

Fig. 5: Computational domain with buildings in the aerodynamic test section (marked in red).

3
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3.1 Boundary conditions

The boundary conditions (b.c.) are set as follows:

On inlet the vertical velocity profile driven by Uref = 6.6 m/s is prescribed for the first velocity
component u = u(z) with statistically created disturbances every 60 s with amplitude ±0.25 m/s
from the mean velocity. The other components are set to v = w = 0. Homogeneous Neumann
b.c. is prescribed for the other quantities (e, p).

On outlet a radiation b.c. is used for all velocity components where a constant phase velocity
is considered as maximum value allowed by CFL condition. Homogeneous Neumann condition
is assumed for scalar quantities (e, p).

At the bottom homogeneous Dirichlet b.c. for velocity vector u(0) = 0 (no slip) is used.
Homogeneous Neumann b.c. is prescribed for the other quantities (e, p).

At the top boundary Dirichlet b.c. for the first velocity component is given by the inlet profile as
u(zmax) = maxu(z). For the other components and the pressure perturbation the homogeneous
Dirichlet b.c. is utilized. Homogeneous Neumann condition is assumed for sgs-tke (e).

On sides the cyclic b.c. is prescribed for all quantities.

4 Results

The whole aerodynamic section (including the roughness elements in front of the test section) of the
wind tunnel was simulated and the results were compared to the measurements. The main comparison
was done for velocity components in the given points (see fig. 4) obtained by five-hole probe for three
different heights: 3, 10 and 30 m (listed as real dimensions). Nevertheless, the agreement of the
velocity and turbulent intensity profiles measured by hot-wire probe in the tunnel axes in front of the
test section was also important. The values for the profiles were taken from wind tunnel validation
measurement provided in [Kuznetsov et al.,2017] since the measurement of these profiles during our
experiment wasn’t accomplished.

The first numerical experiment was performed with uniform inlet velocity profile u(z) = Uref

and was considered as naive attitude serving as technical preview. The flow was decelerated and its
turbulent intensity was also decreased within the roughness elements section. The example of such
horizontal velocity field (u) in 9 m height captured in a moment when the simulation time hits 1 hour
is shown in the fig. 6.

Fig. 6: Horizontal velocity field in z = 9 m captured after 1 hour simulation (u - instantaneous values).

4
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The model outputs were mainly saved every 30 minutes as time averages and then their mean
over 5 hours simulation were computed. Example of such output for velocity component u in the test
section is rendered in the fig. 7. There, one can easily identify the influences of the buildings and their
recirculation zones. Also, the influence of the passageway in the middle of the U-shaped building,
which allows some air to go through, therefore the flow behind it is fasted than its surrounding area.
In fig. 8 the vertical profiles of u velocity in the tunnel axes in front the test section are plotted (in

Fig. 7: 30 minutes
average for u, in
z = 9 m, t = 1 h
(In the test section).

Fig. 8: Velocity profiles at the enter of
the test section. Fig. 9: Mean velocity magnitudes hit.

the distance x/H = 4.74). For illustration, two possible theoretical profiles are plotted in the graph
as well as experimental profile in the different distance (x/H = 4.09). The profile from PALM (black
line) behaves differently than the experimental profile (exp.). The different behaviour of the simulated
profile is probably given by different boundary conditions at the inlet (castellated barrier wall and
vortex generators at the entrance of the aerodynamic section aren’t in the simulation). However,
the hit ratio for velocity magnitudes displayed in the fig. 9 isn’t as bad as expected. The values
are seriously under-predicted by the model in some points but in several points the model predicts
surprisingly correct values.

The first numerical experiment confirmed that convergence of the model is achieved relatively
quickly. As fig. 10 shows, the steady state in terms of kinetic energy and resolved Turbulent Kinetic
Energy (TKE) conservation is reached approximately after 15 min. of the simulation. The spectral
density of TKE corresponds well to the Kolmogorov’s cascade as plotted in the graph of fig. 11.

0 500 1000 1500 2000 2500 3000 3500
time [s]

20.5

20.6

20.7

20.8

20.9

to
ta
l E

k [
m

2 /s
2 ]

0.32

0.34

0.36

0.38

0.40

0.42

re
so

lv
ed

 T
KE

 [m
2 /s

2 ]

Fig. 10: Convergence for kinetic energy and Tur-
bulent Kinetic Energy (TKE) conservation. Fig. 11: Spectral density of resolved TKE.
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Fig. 12: Vertical profiles of Turbulent Inten-
sity at the enter of the test section.

Fig. 13: Velocity profile compared to empty
tunnel with roughness elements only (cubes).

The comparison of Turbulent Intensity (TI) profiles in the fig. 12 for the PALM outputs and
calibration measurement with hot-wire (in the tunnel axes ahead of the test section) indicates the
good ability of the model to capture well the empty tunnel with roughness elements only (when the
castellated barrier wall and the vortex generators weren’t present). On the other hand the fully
developed profiles of turbulence and velocity (will be described further) of the fully equipped wind
tunnel (with all three elements generating similar flow to ABL) are difficult to get from the model.
Probably they have to be prescribed as an inlet b.c. When the dimensionless velocity profiles are
compared to the empty tunnel profiles with roughness elements (cubes) only in the fig. 13, they fit
quite well.

The second numerical experiment should used the known velocity profile to obtain results closer
to the experiment. The power law velocity profile

u(z) = Uref

(
z

zref

)α

, (3)

with coefficient α = 0.22 and zref = 200 m, was prescribed on the inlet. Unfortunately, the turbu-
lence on the inlet was again generated by the disturbances since PALM can’t use synthetic turbulent
generator without meteorology from meso-scale model. As shown in fig. 14 the profile still doesn’t
match fully developed state. The flow is decelerated near the ground much more than expected.

Fig. 14: Velocity profiles for the second nu-
merical experiment. Fig. 15: Mean velocity magnitudes hit.
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The hit ratio in that case is even worse as is indicated in the fig. 15. However, it is not surprising
because the simulated flow entering the testing domain in this case is much slower than the physical
flow in the wind-tunnel.

Fig. 16: Measuring points colored
according to (upalm/uexp. − 1) ∗ 100%

Since simulation of whole atmospheric domain is time
consuming and CPU costly, the third set of experiments
was done as a parametric study where the inlet b.c. were
prescribed directly to the test section. Variety of reference
velocities were tested within the power law profile (eq. 3),
but none of them showed any improvement.

The scattering of the hit ratio is even bigger than in
the first experiment. The fig. 16 displays a situation inside
the test section for reference velocity Uref = 7 m/s. The
points in height 30 m are coloured according to formula(
upalm

uexp.
− 1

)
· 100%, which means how accurately they hit

the experimental value. Some patterns can be identified in
the figure, such that the velocities inside the closed building
block fit well and the values in front of the closed building
block are very under-predicted, but the rest seems quite random. That leads us to consideration of
wrong turbulent structure in the simulation probably caused by lacking of right tools and information
how to prescribe it at the inlet (as the results from the first experiment suggested).

5 Conclusions

A large simulation (containing circa 25×108 cells) of the whole wind-tunnel atmospheric section was
performed by atmospheric LES model PALM and its results were compared to the measurements. It
was shown that kinetic energy conservation is achieved relatively quickly and the calculated turbulence
spectrum corresponds to the theory. The results obtained for the ”naive” uniform initial velocity profile
were promising but not satisfying. The model was able to develop the correct profile over the roughness
elements quite well in the case of velocity and even of turbulent intensity. The functionality of 3D
structures inside PALM was also tested and nothing has been discovered to prove that they didn’t
work correctly.

The attempts of improving the hit ratio by prescribing different (assumed developed) velocity
profiles failed and actually leaded to more scattered graphs. To conclude that the results of the model
are limited with prescription of correct turbulent structure and the known (well developed) velocity
profile. Unfortunately, such profile wasn’t provided by the experimenters and during our numerical
experiments it wasn’t found. The question, how to impose the correct profile (even if we know it),
remains for the future testing.

The future endeavors are pointed to the simulation of cyclic domain (infinite) with smaller part
serving as precursor where the correct profile could be developed. Also we hope that we can adopt
some knowledge obtained by testing original code provided by [Gronemeier et al.,2021]. If it was
possible we would ask for the new measurements with the empty tunnel with roughness element to
see whether the well defined inlet improved our hit ratio.
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Abstract 

The objectives of this work were to use wind tunnel concentration measurements to describe the 

structure of dispersing clouds from an elevated source in a deep turbulent boundary layer and to 

develop scaling rules that reduce the results to a universal form. The experiments were carried out in 

the EnFlo meteorological wind tunnel at the University of Surrey. Ensembles of between 100 and 200 

repeat emissions were used, emission durations between 0.067 and 1.02s and a reference flow speed 

of 2ms-1. The fetch studied extended to about six source heights downwind (about two boundary layer 

depths). The structure of the evolving clouds was analysed to determine time of flight, along-wind 

spread and dosage and to compare the dosage behaviour with the concentration field in a plume from 

the same source. This illustrated how the two were related and how cloud dosage statistics (mean and 

standard deviation) could be derived from plume data. It also demonstrated that much larger 

ensembles were required to reduce the statistical uncertainty in the mean cloud properties. The next 

steps involve testing these conclusions in a wider range of flow and dispersion conditions, in the 

presence of obstacles or complex urban areas. 

Introduction 

The literature relating to short duration emissions is slight. Robins and Fackrell (1998) carried out a 

wind tunnel study of the dispersion of short duration, ground level emissions in a deep turbulent 

boundary layer. This focused on comparison with the analytical theory developed by Chatwin (1968) 

and characterised the structure of the dispersing cloud. Although published in 1998, this was part of a 

wider investigation of concentration fluctuations in plumes and clouds, as reported in Fackrell and 

Robins (1982a, b). Subsequent experimental work with short duration emissions can be conveniently 

divided between field work at the US Army Dugway Proving Ground (Yee et al. 1994a, 1994b, 1999) 

and in Oklahoma City (Doran et al., 2007; Zhou and Hanna, 2007; Hanna et al., 2019), and wind tunnel 

simulations in Europe (e.g. Berbekar et al., 2015; Chaloupecka et al., 2017, 2021). 

The objective of the present work was to use wind tunnel concentration measurements to describe 

the structure of dispersing clouds from an elevated source in a deep turbulent boundary layer and to 

develop scaling rules that reduce the results to a universal form. Here, we concentrate on dosage. 

 

Methodology 

The experiments were carried out in a 1 m deep simulated atmospheric boundary layer in the EnFlo 

meteorological wind tunnel at the University of Surrey. Ensembles of between 100 and 200 repeat 

emissions were used in most cases, with emission durations between 0.067 and 1.02s and a reference 

flow speed at the boundary edge of 2ms-1. The fetch studied extended to about six source heights 
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downwind (roughly, two boundary layer depths). Figure 1 shows an example of an ensemble-averaged 

emission profile, as C(t), and explains some relevant terminology.  

Analysis 

The structure of the evolving clouds was analysed to determine time of flight, along-wind spread and 

dosage and to compare the dosage behaviour with the concentration field in a plume from the same 

source. This illustrated how the two were related and, therefore, how cloud dosage statistics (mean 

and standard deviation) could be derived from plume data. It also demonstrated that much larger 

ensembles were required to reduce the statistical uncertainty in the mean cloud properties.  

Figure 2 shows ensemble averaged concentration time series at x/h = 1.125 to 5.625, y = 0, z/h = 1, for 

an 0.066s emission, weighted by (x/h)2.8, for an ensemble size, N = 196; h is the source height. Note 

that the weighting results in similar maximum concentrations at all four locations.  

The concentration time series in a plume from the same source was divided into a number of sub-

series of lengths corresponding to the effective cloud release durations. The ensembles thus obtained 

were then processed in the same manner as the cloud data. The results could be compared directly as 

the emission rates were the same in both cases. The outcome is shown in Figure 3, a scatter plot of 

mean and standard deviation of the dosage and equivalent measures derived from the plume data. 

Data for all values of release duration and downwind fetches are included. 

 

Conclusions 

1. Near the source, where the emission duration exceeds the time of flight, Teff > T, and the cloud 

has a plateau region – defined as plume-like, but with end regions. Downwind, where T » Teff, the 

structure becomes puff-like. Between these two limiting regions, there is an intermediate cloud 

dispersion regime. 

2. A high degree of variability was apparent in ensemble averages formed from 100 to 200 repeat 

experiments; analysis showed that ensembles of between 400 and 900 repeats would be needed to 

reduce the variability to more generally acceptable levels. The high levels of intermittency in individual 

time series or in the plume from a continuous release disappeared under ensemble averaging and 

fluctuation levels decreased relative to those in the plume by factors of √N, N being the number of 

observations forming the ensemble.  

3. The time of flight increased linearly with fetch but was slightly greater than that implied by the 

mean wind speed at the source height. Fluctuation levels were only weakly dependent on emission 

duration and were of the order of a standard deviation of 15% of the time of flight. The along-wind 

spread in the time series was shown to be reasonably well predicted from the turbulence intensity at 

source height in the approach flow. 

4. The cloud peak or plateau concentrations decayed as (x/h)-n, with n varying from 2.8 in the puff 

regime, to 2 in the plume-like regime. 

5. A reliable estimate of centreline dosage from a passing cloud can be made from the product 

of concentration in a plume, with the same emission rate, and the emission duration. Dosage 

fluctuation levels depended on the dispersion regime, being greatest for puffs (standard deviation of 
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150%) and least for long emissions (50%). It is expected that these values will converge once along-

wind spread dominates emission duration and all releases enter the puff regime. This analogy can be 

extended to the standard deviation of the dosage. 

6. Ensemble sizes required to drive the standard error in the mean dosage to below 10% varied 

from about 300 for the shortest emission duration to 50 for the longest. 

7. As a good working hypothesis, the travel time is independent of lateral position, and by 

supposition vertical position and the profile on D/Do in a cloud the same as that of C/Co in a plume. The 

ensemble average concentration time series on the centreline can be used to derive that at an off-

centreline location.  

The main caveats on these conclusions are: 

• They apply to a source well above the surface, where shear can be ignored, at least to first 

order. This also implies that the surface boundary condition has no significant impact on the dispersion 

process and that, in turn, implies a fetch limit, typical that x/h is less than about 10.  

• Only one source diameter was investigated, and it is well-known that concentration fluctuation 

levels in plumes are very sensitive to source size. Here, dosage fluctuation levels also depend on 

emission duration. 

The next steps involve testing these conclusions in a wider range of flow and dispersion conditions, for 

example in the presence of obstacles or complex urban areas. Such flows generally introduce 

additional time scales into the dispersion process that are defined by interaction between the 

boundary layer and the geometry. One such is the residence time scale in the near-wake of a cuboid. 

Do the scaling relationships discussed above continue to hold?   

 

References 

Berbekar, E, Harms, F, and Leitl, B, 2015. Dosage-based parameters for characterization of puff 

dispersion results. Journal of Hazardous Materials 283 (2015) 178–185. 

Chaloupecká, H, Janˇour, Z, Miksˇovsky ́, J, Jurcˇáková, K and Kellnerová, R, 2017. Evaluation of a new 

method for puff arrival time as assessed through wind tunnel modelling. Process Saf. Environ. Prot. 

111, 194–210. 

Chaloupecká, H, Kluková, Z, Kellnerová, R and Janˇour, Z, 2021. Characteristics of Toxic Gas Leakages 

with Change in Duration. Atmosphere 2021, 12, 88. 

Chatwin, PC, 1968. The dispersion of a puff of passive contaminant in the constant stress region. Quart. 

J. R. Met. Soc., 94, 350-360. 

Doran, JC, Alwine, KJ, Flaherty, JE, Clawson, KL and Carter, RG, 2007. Characteristics of puff dispersion 

in an urban environment. Atmos. Environ. 41, 3440–3452. 

Fackrell, JE and Robins, AG, 1982a. Concentration fluctuations and fluxes in plumes from point sources 

in a turbulent boundary layer. J. Fluid Mech., 117, 1-26. 

188



PHYSMOD 2022 – International Workshop on Physical Modelling of Flow and Dispersion Phenomena 
Institute of Thermomechanics of the CAS, Prague, Czech Republic – August 29-31, 2022 

 

Fackrell, JE and Robins AG, 1982b. The effects of source size on concentration fluctuations in plumes. 

Boundary Layer Met., 22, 335-350. 

Robins, AG and Fackrell, JE, 1998. An experimental study of the dispersion of short duration emissions 

in a turbulent boundary layer. Transactions on Ecology and the Environment vol 21, 697-707. 

Yee, E, Chan, R, Kosteniuk, PR, Chandler, GM, Biltoft, CA and Bowers, JF, 1994a. Experimental 

measurements of concentration fluctuations and scales in a dispersing plume in the atmospheric 

surface layer obtained using a very fast response concentration detector. J. Appl. Meteorol. 33, 996–

1016. 

Yee, E, Chan, R, Kosteniuk, PR, Chandler, GM, Biltoft, CA and Bowers, JF, 1994b. Concentration 

fluctuation measurements in clouds released from a quasi-instantaneous point source in the 

atmospheric surface layer. Bound. Layer Meteorol, 71, 341-373. 

Yee, E, Kosteniuk, PR and Bowers, JF, 1998. A study of concentration fluctuations in instantaneous 

clouds dispersing in the atmospheric surface layer for relative turbulent diffusion: basic descriptive 

statistics. Bound. Layer Meteorol. 87, 409–457. 

Zhou, Y and Hanna, SR, 2007. Along-wind dispersion of puffs released in a built-up urban area. Bound. 

Layer Meteorol. 125, 469–486. 

 

Figures 

 

Figure 1. Ensemble averaged source concentration profile for the nominal 0.5s release duration 

showing definition of the derived properties. 
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Figure 2. Ensemble averaged concentration time series at x/h = 1.125 to 5.625, y = 0, z/h = 1, for a 

0.066s emission, weighted by (x/h)2.8, N = 196. 

 

Figure 3. Scatter plot of mean and standard deviation of the dosage and equivalent measures derived 

from plume data. Data for all values of release duration and downwind fetches are shown. 
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Abstract 

The prediction of concentration statistics from a localised source in turbulent atmospheric flows is 

essential to determining health and environmental hazards. In case of an accidental release of 

dangerous compounds, the risk assessment can not be realised by evaluating the mean 

concentration merely, but we need to estimate also the local probability and mean time of exceeding 

of toxicity. To that purpose we analyse a wind-tunnel dataset related to concentration of a passive 

scalar released from a localised source within neutral boundary layers. We propose a simple 

analytical model inspired by Chatwin & Sullivan (1990) to compute the high-order statistics as a 

function of the lower order moments whose spatial distribution can be easily determined by means 

of simple well-assessed models. 

 

 

Introduction 

Dispersion phenomena of a scalar such as pollutant concentration in a turbulent boundary layer have 

important consequences for environmental and industrial purposes. Health and environmental 

hazards can be generated, for instance, by accidental releases in the atmospheric boundary layer of 

pollutants in industrial environments, during terrorist attacks or natural events such as volcanic 

eruptions. Even when the mean concentration in the plume is under concerning limits, pollutants can 

locally reach toxicity and flammability thresholds generating hazards for populations and the 

environment. Actually, concentration fluctuations are a key aspect since scalar instantaneous values 

can exceed the average concentration of 10-1000 times (Gurka et al., 2010). 

Here, we are interested in the probability to cross hazard threshold as well as the mean time above 

the threshold (Cassiani et al., 2020). Previous works on concentration fluctuations included the 

experiments led by Fackrell & Robins, (1982) and modelling works (Bertagni et al., 2019; Jørgensen et 

al., 2010; Schopflocher et al., 2005) which were mainly empirical due to the difficulty to model 

concentration fluctuations.  

 

Currently, various shape of probability density functions (PDF) have been tested in different 

situations, such as the Gamma, lognormal and exponential distributions. Nevertheless, high  

uncertainties remain and all the previous distributions fail to provide accurate results both close and 

far to the source.  
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A very simple analytical model tested against experimental data was proposed by Chatwin & Sullivan 

(1990) and further studied by Sawford & Sullivan (1995), taking into account the source distribution 

and adding parameters for high order moments. 

The aim of this work is to develop an analytical model linking fluctuations to the mean scalar field in 

the case of a continuous point source in the surface boundary layer. We choose to study non-central 

moments instead of the more common strategy focusing on central moments.  

 

A simple analytical model 

Chatwin & Sullivan (1990) proposed an analytical model for statistical moments of concentration 

validated up to order 4, following a very simple framework, by analysing several experiments with a 

source of pollutant in a turbulent flow for various configurations. In a first time, they did not consider 

molecular diffusion. Dispersion was then only due to advection (particles of pollutant are moved 

away but keep their concentration). Particles reaching a given point downstream of the source either 

come from the source or from the environment, and thus have respectively a concentration of 

pollutant Cs (pure pollutant) or a null concentration (pure air). Due to this pure advection hypothesis, 

fluctuations are simplified to the extreme case in which only one maximal value and one minimal 

value can be reached at a given point and a given time. For the sake of simplicity, we normalize the 

concentration values by the source concentration     χ = C/Cs . Variable χ is thus either χs = 1 when C = 

Cs or 0 when C = 0. This corresponds to a Bernoulli distribution whose probability density function 

(PDF) is given by: 

𝑃𝐷𝐹(𝜒, �⃗�, 𝑡) =  𝑝(�⃗�, 𝑡)𝛿(𝜒 − 𝜒𝑠) +  (1 − 𝑝(�⃗�, 𝑡))𝛿(𝜒) (1) 

with p the probability that the particle at position �⃗� and time t originates from the source and δ(−) 

the Dirac delta function (Abramowitz & Stegun, 1965). The spatial coordinate �⃗� consists in the x 

coordinate following the wind direction, y the transverse coordinate, and z the vertical one. 

 

Experiments and results 

To find relations between non central moments of concentration, we analysed a wind-tunnel 

experimental dataset from Nironi et al. (2015) and Bertagni et al. (2019) as well as new experimental 

data. We consider a pollutant source of height hs and diameter σ0 releasing continuously a gas in a 

turbulent boundary layer with free-stream velocity u∞ = 5 m/s. Turbulence is generated by spires at 

the entrance of the test section and roughness elements on the ground, creating a boundary layer of 

depth δ. The gas used in the experiments is ethane due to its density similar to air. In the 

experiments we analysed hitherto, only the neutral stability case was considered. Further 

experiments are programmed to study the impact of thermal stratification. Five different 

configurations were studied, with variations of the source diameter (σ0 = 1, 3 and 6 mm) and height 

(hs /δ = 0.19 and 0.06). Transversal and vertical concentration profiles were measured with a fast 

flame ionisation detector with frequency 1000 Hz at various distances downwind. Statistical 

moments up to order 4 were retrieved from instantaneous concentration measurements.  
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Dimensionless distances are obtained by division by the boundary layer depth while dimensionless 

concentrations are as C/Cs. We limited our analysis to statistical moments up to order 4 due to 

enhanced sampling errors on high order moment measurements (Chatwin & Sullivan, 1990). Since 

several orders of magnitude separate the different orders of moments, we normalise each profile by 

its maximum, reached closed to the plume centreline. 

Figure 1 presents the results for one configuration with a source of diameter       3 mm elevated at 

0.19 δ from the ground. Concentration moments divided by the source concentration are shown as 

dots of different colours, whereas the source position is shown as black dotted lines. The spatial 

coordinates y and z are respectively divided by the plume spreads σy and σz that are computed as 

parameters from the Gaussian profiles of the concentration moments. Red dotted lines demarcate 

the plume borders, arbitrarily chosen as a constant times the spatial standard deviations of 

concentration: 2.5σy and 2.5σz . The first row shows vertical profiles for various distances from the 

source along the x axis downstream of the source. The second row presents the corresponding 

transversal profiles. For all orders of moments, we observe no variation in shape for transversal 

profiles, contrary to vertical profiles for which there is a clear change of behaviour at x* = 2.5. The 

symmetrical close-to-the-source profiles become asymmetrical due to the ground effect far from the 

source, which increases the concentration in the lower part of the plume over the ground. Except in 

this asymmetrical part of vertical profiles, concentration moments seem to scale between each 

others when they are divided by their maximums.  

 

 

Figure 1: Non central concentration moments (red: order 1, blue: 2, green: 3, pink: 4) normalised by their 

maximum value (reached at the plume centreline), at several distances downwind (dimensionless distance x*) 

for one continuous point source in neutral turbulent boundary layer at height 0.19δ (boundary layer height). 

Vertical profiles in the upper part of the image are scaled by the spatial vertical standard deviation of the 

concentration distribution σz, while the transversal standard deviation σy is used for transversal profiles in the 

lower part of the figure. Black dotted lines show the source position while red dotted lines correspond to the  
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limit of plume borders over which uncertainties exceed concentration measurements, arbitrarily chosen at 

2.5σy (σz respectively). The ground effect is visible for vertical profiles at x* >= 2.5, for which the lower red 

dotted line reaches the ground level. 

 

Conclusion 

We analysed scalar fluctuations obtained experimentally from wind-tunnel measurements and we 

proposed a simple Bernoulli PDF to predict the concentration statistics. We find relationships 

between non central moments of  scalar up to order 4 experimentally and we then tested a simple 

analytical model derived from Chatwin & Sullivan (1990) against wind-tunnel data collected from a 

point source in turbulent neutral boundary layer. We investigate further relationships between high 

order moments with the aim to express them as a function of the mean concentration field and some 

known aditional parameters. In particular, futur works would enable the concentration fluctuation 

maximum to vary perpendicularly to the wind direction, include ratios of moments that are constant 

experimentally and consider thermal stratification.  Evolutions of the simple Bernoulli model 

including a larger range of possible concentration values will also be compared to experimental data, 

for which the source height and size impact will be detailed. 
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Introduction

Obstacle-resolving Large Eddy Simulations (LES) are increasingly applied in urban climate studies. This

development stems from the fact that over decades, larger and faster computing systems have made

it possible to model the urban climate at higher resolutions (Letzel et al. 2012; Tolias et al. 2018;

Gronemeier and Sühring 2019; Auvinen et al. 2020). Whereas major urban structures can be resolved

by LES in general, details like aerodynamically rough surface structures cannot be resolved explicitly

due to limitations in computational resources or the lack of detailed building data. On the other hand,

boundary conditions and sub-grid parameterisations in Large Eddy Simulations were initially

formulated for surfaces of homogeneous roughness and for wall distances much larger than the

roughness sublayer thickness, where turbulence is homogeneous and isotropic. Grid resolution,

surface-boundary conditions and the choice of subgrid-scale models in obstacle-resolved Large Eddy

Simulations should thus be a question of scales studied and have to be chosen carefully.

We will now further discuss the difficulties of object-resolved LES in urban climate simulations. Our

analysis is first based on general considerations about length scales in urban environments, resolution

requirements of numerical grids in LES and basic physical prerequisites for LES parameterisations. For

this purpose, in a second step a comparison of experimental wind tunnel data obtained at the EWTL

in Hamburg with corresponding Large Eddy Simulations using the urban climate LES model PALM is

carried out.

Dominating length scales and grid-resolution requirements within the urban canopy layer

Figure 1 shows schematically which length scales are apparent and how they influence the wind

within the urban canopy layer (UCL). A distinction is made between two flow regimes, namely the

UCL flow and the near-wall flow. Both regimes naturally depend on ambient conditions such as

temperature, humidity and pressure at synoptic scales. These variables are not to be examined in our

distinction, which rather concerns geometric length scales.

The large-scale UCL flow is mainly influenced by the length scales Hb, which corresponds to the

building dimensions. This affects, for example, eddies in front and behind of buildings and flows

through street canyons. In addition to the ambient conditions, the near-wall flow is mainly influenced

by small-scale objects of size hr. These small-scale objects, as for example chimneys or balconies,

generate turbulence and lead to roughness-dependent deviations in wind shear in the near-wall

region.
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Figure 1: The sketch schematically shows the flow around a multi-scaled building. It is important to

distinguish between two geometric length scales. On the one hand, large-scale objects of scale Hb

such as buildings influence the large-scale flow structures. On the other hand, there are small-scale

objects of scale hr such as balconies, chimneys or cars which generate turbulence in the near-wall

region.

In contemporary LES, the boundary conditions applied between the first grid level and ground

surfaces or building facades are commonly based on the Monin-Obukhov Similarity Theory (MOST)

with smaller or larger modifications (Hultmark et al. 2013).

Basu and Lacser (2017) discussed the choice of evaluation height for this class of boundary conditions

and justify their recommendation for the smallest possible grid size min(∆)=50⋅z0 by observations in

laboratory and field measurements (Garratt 1980; Raupach et al. 1991). The roughness length z0
usually is about one tenth of the roughness element height, which in the case of building facade

roughnesses would be z0=0.1⋅hr and thus min(∆)=5⋅hr. Maronga et al. (2020) tried to solve this issue

by raising the evaluation height of boundary conditions to higher grid levels. Nevertheless it is

questionable if this approach is feasible within for example a street canyon.

While there are limitations for a minimum grid size due to boundary conditions, there are also

limitations for the maximum possible grid size within the UCL. The effective resolution of an eddy in

LES models is about 6 to 10 times the grid width (Cabot & Moin 2000). This depends on the actual

flow situation as well as on the SGS-parameterisation in the model (Skamarock 2004). The largest

eddies within the UCL are in recirculation zones behind freestanding buildings or in flows in street

canyons. An estimate for the maximum possible grid size can thus be made and max(∆)=0.1⋅Hb.

Figure 2 illustrates the considerations on length scales in the urban canopy layer and their

implications on numerical grid sizes in LES. It is apparent that in most cases, the maximum possible

resolution is smaller than the minimum allowed resolution. This makes the task of properly resolving

UCL flows at all length scales impossible and grid resolution should be chosen according to the

phenomenon studied and the questions to be answered.
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Figure 2: The urban canopy flow can be distinguished into two regimes from which, in turn,

requirements for grid resolution can be derived. The maximum allowed resolution depends on

building sizes and thus on the length scale Hb. The minimum possible resolution depends on

boundary condition requirements (Basu and Lacser 2017) and thus on the length scale hr. In most

urban cases, the maximum possible resolution is smaller than the minimum allowed resolution.

Wind tunnel experiment of single multi-scaled buildings with varying facade roughnesses

At the wind tunnel WOTAN located at EWTL in Hamburg, we conducted wind tunnel experiments of

three single multi-scaled building models. These model buildings have the same large dominating

length scales as the building height and lengths, but differ in the smaller length scales as roughnesses

attached to the building facade. The aim is to show that the flow around a multi-scaled building can

be distinguished into two regions, each dominated by the length scales mentioned above. By varying

the smaller facade roughnesses and keeping the larger scales the same for every setup a direct

comparison is possible. All lengths will be given in full scale. The scale of the experiment was 1:500.

Figure 3: Multi-scaled building model with height Hb=50.4m, length Lb=76.5m and width Wb=34.5m.

The much smaller balcony-like facade roughnesses of depth hr=0.9m are visible on the facade next to

the laser beams. The LDA-probe measuring the near-wall wind in U-V-mode is visible above the

model building. The u-component is the main wind direction and v is the wall-normal horizontal

component.

The model buildings were placed into a boundary layer flow and the long edge was aligned with the

longitudinal, main wind direction u. The approach boundary layer flow has a roughness length of
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z0,b=(0,071±0,003)m and was tested for lateral homogeneity. The used reference velocity uref was

calculated by scaling the velocity uin measured at the inlet of the windtunnel with the ratio of the

boundary layer velocity uBL,ref at reference height zref=45m and the corresponding inlet velocity of that

measurement uBL,in such that uref = uin ⋅ uBL,ref /uBL,in= 0.738 ⋅ uin. All shown measurements were

obtained as wall-normal profiles at mid-building-height z=25,2m. The measurement time for each

point was Tmes=7.5h.

(a)

(b) (c)

Figure 4: Shown are the fractional velocity magnitude (a), and the variances of the two measured

wind components u (b) and v (c) as a function of the wall distance ∆y. The vertical dashed line marks

the wall distance 5⋅hr=4.5m at which a change in flow regimes is expected.

The results depicted in Fig. 4 clearly show that a distinction of flow regimes into near-wall flow and

UCL flow is possible even at more complex flow cases than simple boundary layer flows over

horizontal surfaces of uniform roughness. The fractional velocity magnitudes are calculated from the

u and v components. As can be seen in Fig. 4 (a), the near-wall velocities are highest for the flat

facade (green) with no small-scale obstacles attached to the wall. The wind shear is higher for the

medium rough (blue) and rough facade (orange) and thus, velocity-magnitudes are lower in the

near-wall region. At ∆y>5⋅hr, the wind magnitudes do not differ significantly any more and at

∆y=20m onwards, the values stay constant. The horizontal variances shown in Fig. 4 (b) and (c) show
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similar behaviour concerning roughness dependent variations in the near-wall region. One would

expect the variances to increase at higher facade roughnesses since they cause higher wind shear.

This is not the case, which speaks for a strong three-dimensionality of the flow as only the horizontal

components were measured. As a matter of fact, also the co-variances 〈u’v’〉 do show similar

behaviour as the variances.

The effect of near-wall wind shear is not only visible in variances and wind magnitude profiles.

Turbulence cospectra show deviations from the classical Kolmogorov-scaling in the inertial subrange

(see Fig. 5 (a)). Whereas larger eddies do not show strong variations in the near-wall region, smaller

energies (high frequencies) vary strongly in the inertial subrange dependent on the facade roughness.

This effect is also visible as a function of the wall distance ∆y. Figure 5 (b) shows the scaling factor m -

the slope of the cospectra in the inertial subrange - as a function of ∆y. In the near-wall region

spectral scalings differ. With increasing wall distance, the spectral scaling factor m approaches

Kolmogorov-scaling. There might be several possible reasons for the increased energy-production in

the near-wall region and thus the scaling-deviations. The first reason could be that the increased wind

shear leads to a faster transfer of kinetic energy to smaller vortices. Another source for the

differences could be a roughness-dependent anisotropy of the near-wall turbulence. In both cases,

this flow behaviour has implications on SGS-models used in LES, which are based on assumptions

from isotropic turbulence.

(a) (b)

Figure 5: Spectral scaling deviates from Kolmogorov-scaling (grey dashed line) depending on facade

roughness and wall distance. The spectra shown in (a) are turbulence cospectra at wall distance

∆y=2.25m in the near-wall region. The slope m in the inertial subrange approaches the

Kolmogorov-scaling further away from the wall (visible on the right in (b)). The red dashed line again

shows the wall distance at which the transition between near-wall and UCL flow is expected

Numerical Large Eddy Simulations of the single buildings case

The wind tunnel experiments will be compared to LES simulations of a single building case using

PALM (Maronga et al. 2020). The numerical setup uses cyclic boundary conditions and a conserved

volume flow as forcing. The approaching boundary layer is taken from the wind tunnel experiments

and prescribed to the numerical model. In the middle of the 1024m long domain, the single building
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is placed. The domain needs to be long enough such that the effect of the building does not replicate

itself at the cyclic boundaries and the approach flow in front of the building is not affected. The grid is

cartesian, uniform and of a grid size of ∆=1m. Figure 6 shows a x-z-cross section of the longitudinal

velocity u at one timestep.

Figure 6: A x-z-cross section of the longitudinal velocity u. The building effect on the flow is visible in

front, over and especially behind the building. The computational domain needs to be long enough

such that building effects vanish before being replicated at the cyclic domain boundary.

The numerical simulations are not finalised until submission of this extended abstract, but will be by

the time of the Physmod conference. Because of these circumstances, a direct comparison is not yet

possible.

Conclusions and Outlook

A dimensional analysis of flow regimes in a generic representation of the urban canopy layer has

been done and two flow regimes could be identified. First, there is the UCL flow, which is dominated

by large scale motions and eddy sizes which scale with building heights or street canyon widths.

Another regime is the near-wall region, where the flow scales with small scale obstacles and varying

building facade roughnesses. As a result, a single multi-scaled building experiment was designed to

test if these two flow regimes actually can be distinguished in experimental data in a complex setting.

The wind tunnel data shows strong roughness-dependent deviations in all flow measures in the

near-wall region. By looking at turbulence cospectra, deviations from the Kolmogorov scalings can be

found, depending on the facade roughness. These deviations are likely to be caused by wind-shear

and flow-anisotropy close to the facade. These deviations are expected to be one of the reasons why

obstacle-resolving LES-models in urban climate simulations tend to become inaccurate close to

building surfaces.

A comparison with numerical data will be done in the upcoming months until the time of the

Physmod conference.
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Abstract 

The green vegetation belt has been shown reductive effects on air-borne pollutants concentrations, 

therefore is usually designed to use as improving the local air quality in roadside buildings. In the 

present study, the wind tunnel model experiments were performed to investigate the flow and 

traffic emission of air borne pollutants dispersion around roadside building with different heights of 

green vegetation belts under a turbulent boundary layer flow. Flow measurements of the canopy of 

green vegetation belt and roadside buildings incorporated with smoke flow visualization by laser light 

sheet were made. Methane mixing with pure air was adopted to simulate the air borne pollutant. 

Line source was employed to simulate the road traffic emission. The sampled tracer was analysed by 

the flame ionization detector (FID) to yield the mean concentration. The leaf area density (LAD) of 

green vegetation belt model was 2m2m-3 which represented the medium dense vegetation. 

Measured wind speed profile shows that wind speed changes significantly with increasing the green 

vegetation belt height. The distribution of the concentration is strongly affected by the cavity flow in 

the region between the green vegetation belt and building. The higher the green vegetation belt, the 

induced updraft motion became more significant. The updraft motion lofts the traffic emission plume. 

Concentration distribution measurements exhibited the vertical dispersion parameter (dispersion 

length scale) of each downwind distance of source decreased as the height of green vegetation belt 

increased in the region between green vegetation belt and building. As increasing the height of green 

vegetation belt leads to lower the vertical location of centroid of pollution cloud due to 

accumulation.  

 

Introduction 

    Due to the significant impact of traffic emissions of urban roads on the public health of nearby 

region polulation, this motivated the study of feasible method to reduce exposure to these pollutants. 

The traffic emissions including fine particulate matters and gaseous pollutants will caused serious 

impact on air quality around the roadside environment. James et al. (2016) have shown that green 

infrastructure and vegetation have overall health benefits, such as lower obestity, increased physical 

activity, mental health improving, lower adverse cardiovascular illness, decreased mortality. Trees or 

green infrastructure can filter the fine particulate matters and gaseous pollutants, thus the green 

infrastructure or vegetation is usually designed to use as improving the local environment air quality 

around roadside. Baldauf (2017) indicated one of feasible ways to improve local or near road air 

quality was to plant trees or other vegetation which reduced regional air quality pollution levels 

through the interception of airborne particles or through the uptake of gaseous air pollutions 

through leaf stomata on the plant surface. Diener and Mudu (2021) made a critical review on how 

vegetation can protect us from air pollution and green spaces’ mitigation abilities for air-borne  
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particles from a public health perspective. Podhajska et al. (2020) had developed a scheme for 

shaping urban plantings which acts as barriers against particulate pollution. Their method has rather 

complex. Zheng, et al. (2021) performed field measurements on three common street vegetation 

configurations for particle pollution concentrations in the near-by region. Ghasemian et al. (2017) 

applied numerical simulations on the roadside solid and vegetation barriers on near-road air quality. 

Tong et al. (2016) applied numerical method of CTAG and LES models to investigate the effects of 

vegetation and wall barriers on near-road air quality of size-resolved particle concentrations. 

    The main purpose of this wins tunnel study is aim at the medium dense green vegetation belt 

height affects the wind flow and dispersion of airborne pollution around the roadside building. Flow 

measurements of the canopy of green vegetation belt and roadside buildings incorporated with 

smoke flow visualization by laser light sheet were made. Methane mixing with pure air was adopted  

to simulate the air borne pollutant. Line source was employed to simulate the road traffic emission. 

The measured pollution concentration distributions were applied to analyse the statistical dispersion 

characteristics, such as pollution plume centroid and dispersion parameter. Results can offer to 

assess the roadside building air pollution impacts and to provide the effective suggestions and 

guidance in achieving better urban air quality environment for roadside vegetation planning and 

design strategies. 

 

Experimental set-up 

    The experiments are conducted in the wind tunnel which had a cross section of 2 m wide by 1.4 m 

high and 12.6 m long. The tunnel is an open suction type and it contracts to the test section with an 

area ratio of 4:1. The turbulence intensity of empty tunnel in test section is less than 0.5% at the 

mean velocity of 5 m/s. our spires of 100 cm height were set up laterally with equal spaces. The 

roughness elements (0.05 m x 0.05 m x 0.05 m) were succeeded to the spires and they were properly 

deployed 9 m long on the test section. Such arrangement was to generate a fully developed 

turbulent boundary layer which was used as the approaching flow. 

    The model scale was 1:100. The green vegetation belt models are with length of 60cm, width of 

3cm and heights of 9cm, 6cm, and 3cm. Fig.1 is picture of the green vegetation belt model.  Roadside 

building model has the dimension of 24cm high, 10cm wide, and 60cm in length. The averaged leaf 

area density (LAD) of green vegetation model is 2m2m-3 as suggested by Gromke and Blocken (2015) 

for medium dense vegatation. 

 

Fig.1. The green vegetation belt models with different heights; medium dense vegetation of LAD= 

2m2m-3 
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Methane was used as tracer gas and it mixed with the standard gas. The tracer gas was a mixture of 

volume ratio of 1:9 for methane and standard gas. So tracer gas was slightly lighter than the ambient 

environment of air. The collected tracer gas concentration was measured by using FID (Flame Ionization 

Detector) device. 

For dimensional analysis, the control dimensioness parameters for the wind tunnel model study is 

shown as following: 
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Where x is downwind distance form the line source, z is the vertical distance from the ground, Ht is 

green vegetation height, Hb is the building height, Wr is the road width, W is the width of building, Fr 

is the densimetric Froude number of line emission, Re is the Reynolds number of approaching flow. 

In the wind tunnel model experiment, we choose Fr=40, Re=3*105, Ht/W=0.3, 0.6, 0.9, Hb/W=2.4, 

Wr/W=2. The distance between green vegetation belt and building is 0.5W. and Uref is the free stream 

velocity of approaching flow. 

 

Smoke flow visualization and Canopy Flow Velocity Profiles 

    The smoke flow visualization with laser light sheet on flow pattern between green vegetation and 

building for different vegetation belt heights are shown in Fig.2. The flow pattern shown in the 

figures revealed that the higher the green vegetation belt is, the induced updraft motion becomes 

more significant. The downwash flow was also clearly shown on the facade of building. 

 

   

Fig.2. Smoke flow visualization of flow pattern between  green vegetation belt and building; green 

vegetation belt heights form left to right are 0.3W, 0.6W, and 0.9W, respectively; W is building width 

 

    The mean velocity profiles above the green vegetation belt canopy along downstream of emission 

source for green vegetation belt height 0.3W are shown as Fig.3.  The canopy flow velocity profiles 

varies significantly between the stations x/W=1 and x/W=1.5. The velocity variations are due to the 

building inducing updraft motion. Therefore, the mean velocity increased considerably. At x/W=2 of 

building roof centre, the canopy flow velocity decreased sharply because of flow recirculation. 

    Fig.4 shows the canopy flow mean velocity profiles at upstream of green vegetation belt (x/W=0.5) 

station and facade of building (x/W=1.5) station for different heights of green vegetation belt.  
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The figure exhibits that when the heights of green vegetation belt varies, the mean velocity profiles 

changes unsignificantly at upstream of green vegetation belt (x/W=0.5) station. At the facade of 

building (x/W=1.5) station, the lower portion of canopy flow mean velocity profiles indicates the 

mean velocity increasing as the height of green vegetation belt increasing. For the upper portion of 

canopy flow mean velocity profiles, the variations of mean velocity become unsignificantly for 

varying he height of green vegetation belt. That is a higher of green vegetation belt lofts the wind 

flow, therefore  the lower portion of canopy flow around the facade of building was significantly 

affected due to circulation region flow lofing and increasing the velocity. Ahangar et al. (2017) 

studied reduction of air pollution levels downwind of aroad with an upwind noise barrier, they obtained 

the circulation region becomes larger as the height of noise barrier increasing. And circulation region lofts 

wind flow and affected canopy flow velocity. This induces the canopy flow velocity increasing as 

circulation region becoming larger. 

 

 

Fig.3. Mean velocity profiles along the downwind stations; green vegetation belt height 0.3W 

 

 

Fig. 4. Canopy flow mean velocity profiles at upstream of green vegetation belt (x/W=0.5) station and 

facade of building (x/W=1.5) station for different heights of green vegetation belt 
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Concentration distribution  

    The measured concentration C is in nondimesional parameter, K which is expressed as: 

*Q

ULCL
K

yx


                     

                                                                                                                                  (2) 

where Lx is the length of line source, Ly is the width of line source, Q* is the emission flow rate, U is 

the characteristic reference velocity. 

    Fig.5 shows the concentration contour around the green vegetation belt and building with green 

vegetation belt height of 0.3W. Due to the obstruction of green vegetation belt and building on the 

oncoming flow, it leads to the pollution concentration accumulation occurred at regions ahead of the 

green vegetation belt and facade of building (Refer to Fig.5). The pollution concentration contours 

for green vegetation belts with heights of 0.6W and 0.9W also have revealed the similar results, i.e. 

pollution was found to accumulate around the regions ahead of the green vegetation belt and facade 

of building. 

 

 

Fig.5. The concentration contour around the green vegetation belt and building; green vegatation 

belt height 0.3W 

 

    Fig.6 are the concentration vertical profiles for downwind stations of source with (green vegetation 

belt heights 0.3W, 0.6W) and without (no barrier) green vegetation belt. As comparing the 

concentration profiles at x/W=1 (green vegetation location) for with and without green vegetation 

belt, it shows that shelter effect the green vegetation caused significantly reduction of the pollution 

concentration at positions lower than the green vegetation belt height.  Lin et al. (2016) made a field 

study on the effects of vegetation barriers on the near-road ultrafine particle number and carbon 

monoxide concentrations. They found that without foliage shelter on the road-side will have higher 

ultrafine particle and CO concentrations. That is green vegetation belt is favourable to reduce and 

lower the concentration of air pollution. 
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Emission plane plume characteristics 

    The emission formed a plane plume. The plume interacted with the green vegetation belt and the 

building. To investigate the effects of the green vegetation belt and building on the pollution 

dispersion, the plume characteristics are necessary and they are able to show how the affection of 

the green vegetation and building barriers on the pollution dispersion. The pollution cloud of plume 

statistical characteristics, such as centroid of pollution cloud Zc(x), plume dispersion parameter )(x  

can be obtained from the wind tunnel measurement of the tracer concentration distributions at 

different downwind distances of line source. Calculations of the centroid and dispersion parameter 

of plume along downwind distance of source are as follows: 

  dzzxCdzzxzCxZc 
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Fig.6. Comparison of the concentration vertical profiles for downwind stations of source with and 

without (no barrier) green vegetation belt; Left figure green: vegetation belt height 0.3W, Right 

figure: green vegetation belt height 0.6W 

 

Both the heights of green vegetation (Ht) and building (Hb) have effects on the flow and pollution 

dispersion, the centroid location, Zc  and dispersion parameter, z  are scaled by bt HH  . The 

plume centroid along the downwind distance of source for different heights of green vegetation belt 

are shown in the Fig.7. Fig.7 shows that plume centroid location around the region between the 

green vegetation and building (1   x/W  1.5) becomes lower as increasing the height of the green 

vegetation. This implies that higher green vegetation belt reduced larger reverse flow area in the 

region of 1  x/W  1.5, such that pollution concentration accumulated, therefore the centroid 

location of the concentration distribution become lower. Fig.8 is the dispersion parameter as  
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functions of downwind distance of source for various heights of green vegetation belt and without 

green vegetation belt. The plume dispersion parameter is an indicator of the extent of pollution 

dispersing. Results of Fig.8 show that the dispersion parameters along the downwind distance of 

source for various heights of green vegetation belt and without green vegetation belt. At the region 

of downwind distance of source 1  x/W  1.5, dispersion parameters decrease as incresing the 

heights of green vegetation belt due to circulation effect inducing concentration accumaulation. 

Steffens et al. (2014) study on effects of the roadway configurations on the near-road air quality. 

Their results also show the barriers on the near road induce the flow circulation zone behind the 

barriers causing the pollution accumulation. 

     

Fig.7. Centeroid of concentration distribution along downwind distnace for various heights of green 

vegetation belt 

   

Fig.8. Dispersion parameter as functions of downwind distnce of source for various heights of green 

vegetation belt and without green vegetation belt 
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Conclusion 

Wind tunnel model experiments were performed to investigate the flow and traffic emission of air 

borne pollutants dispersion around roadside building with different heights of green vegetation belts 

under a turbulent boundary layer flow. Measured wind speed profile shows that wind speed changes 

significantly with increasing the green vegatation belt height. The distribution of the concentration is 

strongly affected by the cavity flow in the region between the green vegatation belt and building. The 

higher the green vegetation belt, the induced updraft motion became more significant. The udraft 

motion lofts the traffic emission plume. Concentration distribution measurements exhibited the 

vertical dispersion parameter (dispersion lenth scale) of each downwind distance of source 

decreased as the height of green vegetation belt increased in the region between green vegetation 

belt and building. As incerasing the height of green vegetation belt leads to lower the vertical 

location of centroid of pollution cloud due to accumulation. 
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1. Introduction  

Experts estimate that by 2050, more than half of the world’s population will live in cities, where tall 

buildings will be ever more prominent (DESA, 2019). How these tall buildings affect the wind and 

temperature fields within cities is important for both air quality and pedestrian comfort. It is therefore 

crucial to be able to understand their effect and provide reference data for policymakers and regulators 

to ultimately contribute to more accurate weather and air quality modelling. Modern tall buildings are 

characterised, by nature, by several length scales. For example, a tall building will have its largest length 

scale in height - this can often be an order of magnitude larger than its width, which in turn has a length 

scale an order of magnitude larger than its external roughness features (e.g., balconies). Despite the 

multiscale nature of real-world urban flows, much of the previous work (both experimental and 

computational), for simplicity, has considered cuboid buildings with a single length scale (Castro, 2002; 

Coceal, et al., 2006). There has been an effort to relate the aerodynamic parameters of urban 

morphologies to measures of surface morphometry, most commonly frontal and plan solidities (𝜆𝑓 and 

𝜆𝑝, respectively) with some success (Macdonald, 2000; Grimmond & Oke, 1998). However, these 

methods are often only applicable to simplified cuboid models with the results extrapolated to non-cubic 

arrays lacking physical justification (Barlow & Coceal, 2009).  

Work on multiscale roughness has aimed at quantifying the effect of the smaller scales on the flow, 

particularly in respect to aerodynamic properties such as drag (Vanderwel & Ganapathisubramani, 

2019). They showed that the smallest geometric scales, which were an order of magnitude smaller than 

the largest, had a negligible impact on the overall drag generated by the surface. It is important to note 

that their work considered heterogeneous roughness patches and not tall buildings showcasing 

multiscale characteristics. However, work on drag and wake characteristics of flat plates with multiscale 

fractal geometries has shown that the smallest scales can have a non-negligible impact on the drag of up 

to 7% (Nedic, et al., 2013). They also showed that the size of the wake has some dependence on the 

smaller scales with an increase in fractal dimension leading to a decrease in wake volume. These plates 

were not submerged in an urban boundary layer, but nonetheless showed that a significant change in 

drag and wake characteristics can be seen without changing the frontal area of the bluff body.  

In this study, we consider a set of buildings characterised by multiscale roughness immersed in an 

atmospheric boundary layer (where the relative height of the buildings to the boundary layer thickness 

is approximately z/δ=0.25 and 0.4). A simple cuboid and square cylinder building (with aspect ratio, 

AR, of 1 and 3 respectively) were used, with two fractal iterations that each added a roughness scale an 

order of magnitude smaller than the previous; for a total of 6 basic building shapes. Through these six 

buildings, the frontal and plan solidities remain the same, isolating the effect of the various length scales 

on the wake flow structure. The drag around each building was measured using an independent floating-

element (FE) force balance. These results will be used to validate pressure measurements obtained via 

static pressure ports embedded in the buildings themselves. The talk will present pressure fields around 

multiscale buildings in isolation and in small clusters.  
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2. Experimental Details and Setup 

2.1 Fractal Building Models 

The six building models are shown in Figure 1. These are designed to be arranged such that the frontal 

and plan solidity of all building models is fixed at nominally  𝜆𝑓 = 0.24 and 𝜆𝑝 = 0.2, respectively.  

 

Figure 1 Geometry of standard (left) and tall (right) buildings with their first and second fractal iterations in the 

middle and bottom, respectively  

The main characteristics for the models are shown in Table 1. The fractal iterations are obtained by 

means of Makowski Sausage-type generator and are introduced to decrease the minimum length scale 

of the building for each iteration. This process could, of course, be continued for further iterations, but 

the length scales would soon become smaller than the measurement spatial resolutions. 
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Table 1 Main geomtrical statistics for building models 

Building 

Model 

𝝀𝒇 𝝀𝒑 Max 

Height 

(mm) 

Max 

Width 

(mm) 

Depth 

(mm) 

Min 

Length 

Scale 

(mm) 

Standard 

Iteration 0 

0.24 0.20 52.00 52.00 36.00 52.00 

Standard 

Iteration 1 

0.24 0.20 65.00 78.00 24.00 13.00 

Standard 

Iteration 2 

0.24 0.20 68.25 84.50 22.15 3.25 

Tall 

Iteration 0 

0.24 0.20 90.00 30.00 36.00 30.00 

Tall 

Iteration 1 

0.24 0.20 97.5 45.00 24.00 7.50 

Tall 

Iteration 2  

0.24 0.20 99.38 48.75 22.15 1.88 

All building models, both the set used with the FE force balance and those instrumented with pressure 

taps were 3D printed. 

2.2 FE Force Balance  

The FE force balance system used an optical non-contact displacement transducer (Micro-epsilon 

model optoNCDT 1420), accurate to ±0.5𝜇𝑚, to record the displacement of the floating plate, from 

which the drag force was calculated. The force balance was calibrated before and after the experiment, 

using a pulley which was hard mounted to the tunnel floor and hanging known masses from a 3D-

printed hook. The hook was attached to the building model via fishing wire. This set up, and the 

optical non-contact displacement transducer, are shown in Figure 2. 
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A range of known weights of up 500mN were used during calibration. The drag was estimated to 

reach close to 200mN for each building assuming a coefficient of drag, 𝐶𝑑, of 1.05, which is standard 

for a simple cube (Carvill, 1993). The results of the pre and post calibrations can be seen in Figure 3. 

 

Figure 3 Pre and post calibration results. Symbols indicate measured data, lines reppresent linear best fits 

 

Figure 2 FE force balance and calibration set up 
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A best fit line was calculated for both data sets using the least squares method. The coefficients for 

both lines were identical to 4 decimal places showing good reliability/repeatability. The FE force 

balance sat on the floor of the tunnel, and was covered by a shroud (not shown in Figure 2), to 

minimise its effect of the flow. This results in the buildings being raised by 20mm off the surface of 

the tunnel. The effect this has on the drag the buildings experience is expected to be small but will be 

quantified in later experiments. 

2.3 Static pressure ports  

The 3D printed models to be used for the pressure measurements have a range of static pressure ports 

on their front and rear faces depending on the available space at the base of each model. The Standard 

0 iteration model has a total of 128 static pressure ports, the Standard 1 iteration model has 64 pressure 

ports due to the reduced base space, and the Standard 2 iteration model has 80. For the latter, this was 

achieved by using two separate models to allow for the pressure on the small outer scales to be more 

accurately resolved. The tall models have an even larger geometric reduction in base space with the 

tall building iteration 0 and 1 models having 42 and 52 ports respectively. The Tall 2 iteration building 

model has 66 ports, again in an attempt to capture the effect of the smaller scales. Each static pressure 

port has an internal barb which is connected to a length of silicone tubing. This is fed out of the base 

of the buildings and the wind tunnel floor to a connector from Surrey Sensors Ltd (model QC-66). The 

connectors screw onto a case containing 8 64-channel pressure scanners with a full-scale range of 

160Pa, these are also from Surrey Sensors Ltd (model DPS14-160P). Comparison from static port and 

FE balance measurements will shed light on the necessary spatial resolution (i.e., the number of 

pressure ports) to accurately capture drag of tall buildings with multiscale character. 

 

2.4 Wind Tunnel Setup 

The experiments were carried out in the ‘A’ wind tunnel in the Environmental Flow Research Centre 

(EnFlo) at the University of Surrey. This tunnel has a working section of 5000mm (length) x 900mm 

(width) x 600mm (height). It is a blow down, open circuit wind tunnel with a maximum velocity of 25 

m/s and a free-stream turbulence intensity below 0.1%. A Pitot-static probe was used to calculate the 

freestream velocity. The data was acquired at 500Hz and averaged over 18 seconds. The velocities 

considered were 2m/s, 4m/s, 6m/s, 8m/s, 10m/s, 12m/s, and 14m/s. These resulted in a Reynolds 

number range, based on defining the Reynolds number as 𝑅𝑒 =
𝜌𝑈𝑥

𝜇⁄ , where 𝜌 is the air density, 𝑈 

is the free stream velocity, 𝑥 is the fetch of the incoming boundary layer and 𝜇 is the dynamic 

viscosity, of Re=3x105-2.3x106. The tunnel used a LabView code that automatically changed the 

tunnel velocity, allowing enough setting time between each measurement point. Every building model 

was run through each velocity 3 times, and the tunnel was set back to 0m/s between runs.  

Irwin spires, along with floor roughness elements were employed to produce a thick velocity profile 

similar to that of an urban boundary layer, see Figure 4. The spires were 245mm in height with a base 

width of 35mm and spaced 130mm from their centre lines. The floor roughness elements were 2mm in 

height and 8mm in width and were fitted to wooden board, which essentially replaced the regular 

flooring in the wind tunnel.  
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Figure 4 Wind set up showing Irwin spires [1], roughness elements [2], shroud [3] and building model [4]. 

Measurements in mm 

3. Preliminary Results 

The drag on each building is shown in Figure 5 for buildings with AR=1 and AR=3. All results show 

good repeatability (where the 3 runs show good concurrence). A line of best fit was produced for each 

data set using the least squares method for a second order polynomial. Each fractal iteration showed a 

clear change in drag from the previous, with the tall building models experiencing a larger drag than 

the standard models (up to 20%). For the tall buildings, each iteration increased the drag by a non-

negligible amount, which supports some of the previous findings in (Nedic, et al., 2013). For the 

standard model instead, the second iteration showed a drop in drag to below that of even the base 

cuboid model after the increase from the previous iteration. The cause for this is not yet known, 

however, the pressure distribution experiments are hoped to provide more insight into this. It is also 

plausible that the smaller scales are causing a quicker wake recovery, reducing the drag. Wake 

measurements should provide an answer to this – see section 4.  

Figure 6 shows similar data to that in Figure 5, but in terms of the drag coefficient, Cd. It is shown that, 

for each building, the drag coefficient is independent of the Reynolds number for approximately Re > 

1.2x106. These figures also allow to quantify the effect of the addition of smaller length scales. The 

difference between each iteration were found to be significant, even when considering the 

experimental uncertainty of the measurements. For the tall buildings, the first iteration provides an 

increase in drag coefficient of approximately 8%, and the second provides an increase of 

approximately 13% from the base iteration. For the standard models, the first iteration results in an 

increase of approximately 5%, and the second a decrease of approximately 5% from the base iteration. 

This shows that the small scales, at least when looking at an isolated building, can have a significant 

effect of the aerodynamics properties.  
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Figure 5 Drag [mN] as a function of Reynolds number on tall (left) and standard (right) building models 

 

Figure 6 Drag coefficent as a function of Reynolds number for tall (left) and standard (right) building models 

4. Future Work 

Pressure measurements across the front and back faces of each building model will be taken via static 

pressure ports. This will be compared to the FE balance drag measurements and provide some insight 

into the significant drag change seen through each fractal iteration. These pressure measurements will 

be taken for buildings in isolation and in small clusters of up to 5x5, to show if the smaller scales still 

affect the aerodynamic properties for buildings in arrays which are more representative of real-world 

cities. This comparison will all be presented at the conference. 
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Following this, the wake of each building, in isolation and in clusters, will be examined via 3-D Laser 

Doppler Anemometry. This will allow the characterisation of the wake and provide further 

understanding into the change in drag seen by each iteration. This will also allow the turbulent kinetic 

energy behind each building to be quantified. Later on in this project, considerably larger arrays will 

be employed to simulate full city-scale morphologies. Fast flame ionisation detection will also be used 

to take concertation measurements and inform the urban dispersion phenomenon as a function of the 

various length scales. Finally, we ultimately aim to incorporate the effects of thermal stability on the 

quantities of interest. 
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Abstract 

Led by the U.S. Department of Homeland Security Science & Technology (DHS S&T) Chemical Security 

Analysis Center (CSAC), the Jack Rabbit II (JR II) chlorine release trials were conducted at the U.S. Army 

Dugway Proving Ground in 2015 and 2016. A 50:1 scale model of the 2015 JR II Mock Urban 

Environment (MUE) was built in the Chemical Hazards Research Center (CHRC) ultra-low speed wind 

tunnel. Between the two test seasons, a sonic anemometry study was made in the MUE, and field 

measurements were compared to wind tunnel LDV measurements to confirm the validity of the wind 

tunnel model. In the wind tunnel model, the simulated source gas cloud (a mixture of carbon dioxide, 

sulfur hexafluoride, and air) was made visible by mixing with commercial theater fog to compare with 

field videos. The wind tunnel model flow was modified to be consistent with Trial 4 observations. The 

approach was validated using JR II Trial 5 conditions. Repeated concentration measurements were 

made using an NDIR gas sensor, which showed similar times to cloud arrival and duration of exposure 

as observed in the JR II near-field JAZTM measurements. 

Introduction 

The Jack Rabbit II (JR II) test program was undertaken to address critical knowledge gaps for 

assessment of the consequences of a large-scale release of chlorine, an important toxic inhalation 

hazard (TIH) chemical. In addition to outdoor releases of chlorine in 2015 and 2016 of sufficient scale 

to be representative of potential releases from rail cars and other large-scale storage and transport, 

the project aimed to improve understanding and modeling of hazards and consequences to affected 

population and infrastructure from the release of chlorine. Conducted at Dugway Proving Ground 

(DPG), the JR II program was developed to provide the opportunity to improve hazard assessment 

capabilities as well as guidance for emergency response, particularly involving evacuation and shelter-

in-place guidance. At roughly 10:1 scale with current transportation practices for chlorine, the JR II 

program was planned to address questions involving the interaction of a chlorine cloud with a mock 

urban environment (MUE) in the 2015 test season and in an open environment in the 2016 test season. 

An overview of the test program is available (Fox et al., 2022). 

The scope of this work includes preparation for and conduct of experiments in a wind-tunnel scale 

model of the five JR II field releases conducted in the MUE, particularly to consider the interaction of 

a dense gas cloud with obstacles. The wind tunnel experiments were conducted at a sufficient scale 

(50:1) to ensure that field scale phenomena were modeled appropriately. The sonic anemometry study 

conducted between the 2015 and 2016 JR II test seasons was used to confirm that the wind tunnel 

model was representative of the wind field (including the friction velocity), particularly in the vicinity 

of the MUE. Video records from JR II Trial 4 were used to develop the wind tunnel methodology to 

describe the near field behavior of the chlorine cloud in the MUE. The wind tunnel methodology was 

verified by comparison with a second trial (Trial 5). Finally, point-wise concentration measurements in 

the wind tunnel model were compared to JAZ field-scale measurements.
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Wind Tunnel Model 

The Chemical Hazards Research Center (CHRC) wind tunnel is an ultra-low-speed boundary layer wind 

tunnel capable of producing airflows that simulate the constant stress layer of the atmospheric 

boundary layer. It was designed and constructed specifically for the study of atmospheric dispersion 

of denser-than-air gases at wind speeds below 2 m/s (Havens et al., 1994). The tunnel is centered 

laterally in a larger room to ensure a symmetrical return space for the re-circulating air. An isolated 

control/observation room is situated adjacent to the tunnel housing data acquisition systems and 

control instrumentation. During the course of an experiment, the tunnel room is isolated so as to 

prevent extraneous effects that would disrupt the tunnel flow and measurements. Airflow produced 

by the fans passes through a circular-to-rectangular transition from the fans to the working area of the 

wind tunnel. The working area is 2.1 m high, 6.1 wide, and 24 m long, and is divided into two sections: 

 The boundary-layer generation section is downwind from the circular-to-rectangular 

transition. A uniform airflow across the cross-sectional area of the wind tunnel is generated as 

the airflow passes through a honeycomb with 1.2 cm cells followed by a series of four seamless 

nylon screens. Fourteen Irwin spire-shaped turbulence generators (13.2 cm base, and 92.7 cm 

height), positioned 30 cm downwind from the last seamless screen with 46.3 cm between 

adjacent spires, induce an approximately 1 m high turbulent boundary layer. 

 The test section begins at six spire heights (approximately 5.5 m) downwind from the last 

screen. For this program, this region also included a 50:1 scale model of the MUE (Figure 1) as 

well as instrumentation. 

In these tests, aluminum angles (3.8 cm wide and tall) were placed in staggered rows spaced 61 cm 

apart with lateral spacing of 61 cm in each row. Another seamless screen and a back-pressure device 

consisting of vertical Plexiglass strips (7.6 cm wide spaced 8.1 cm apart) were installed at the end of 

the working section of the wind tunnel. Froude number scaling was used to set the tunnel wind speed 

based on observed wind speeds at DPG. 

 

Figure 1. Wind tunnel model of MUE looking downwind 

As shown modeled in Figure 1, the JR II tests were conducted on a gravel pad built on the 

surrounding playa (approximate elevation of 61 cm above the playa) and aligned with the historical 

wind direction. Because of the change in elevation, the MUE was constructed 200 ft (61 m) 

downwind of the leading edge of the gravel pad. The MUE consisted of CONEX containers of various 

sizes numbered by row (upwind to downwind) and position (left to right), so the left most CONEX on 

the third row was 3.1. Inside the MUE, the release area consisted of a chlorine tank (capacity of 7.7 

m3 liquid) placed in the center of a circular concrete pad (25 m diameter). At the downwind edge of 
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the MUE, a stack of six CONEX containers (in three levels) was built to mimic a tall urban structure 

(CONEX 11.4) which was the focus of the sonic anemometry study. 

Wind Tunnel Model of Sonic Anemometry Field Tests 

A special study between the two seasons of the JR II field tests was conducted using three-

component sonic anemometers to examine the flow and turbulence characteristics within the MUE 

used in the 2015 tests. Measurements during the JR II Special Sonic Anemometry Study (JR II-S) were 

completed in March 2016, and the study is summarized by Pirhalla, et al. (2020). The MUE used in 

2015 was modified during JR II-S by removing three CONEX containers from Row 12 so that 

additional anemometers could be placed downwind of CONEX 11.4. Wind tunnel velocity and 

turbulence measurements were made with a 3D LDV system (Lopes, 2023). 

With measurements from MET Tower 3 upwind of the gravel pad, six time periods were identified as 

having constant wind field properties (denoted A-F in Spicer and Smith, 2021). Since the overall 

objective was to verify the ability to model conditions in the JR II field tests, two time frames were 

chosen for further study because those agreed best with JR II test conditions (shown in Table 1). (The 

historical average wind direction is 165°.) 

Table 1 Sonic Anemometry Study Conditions 

Time Frame Date and Time 
Height 

(m) 
Wind Speed (m/s) 

Average Wind 

Direction 

C 3/24/2016 11:00 am 
2 

4 

3.35 

3.79 
164° 

E 3/27/2016 7:00 am 
2 

4 

4.38 

4.96 
166° 

 

 

Velocity measurements made at the MET Tower 3 location for Time Frames C and E are shown in and 

Figure 3. MET Tower 3 velocity profile comparison for Time Frame E., respectively. Using Froude 

number scaling, the wind tunnel velocity profiles agreed closely with velocity profiles from JR II-S. 

Velocity measurements were made at selected sonic anemometer locations within the MUE model. 

Figure 4 illustrates the comparison between measured u and w velocity components at selected 

locations along the centerline of the MUE around the tall container for Time Frame C. All wind tunnel 

measurements were in good agreement with field-scale measurements. The vectors show the effect 

Figure 2. MET Tower 3 velocity profile comparison for Time Frame C. 
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of a dividing stream line where below a certain elevation, the flow tends to go around the sides of 

the obstacle, and above that elevation, the flow goes over the top of the obstacle. This effect has 

been observed and quantified in water tunnel studies conducted by Snyder et al. (1985). This effect 

can result in higher that expected concentrations of gas on the roof of a tall building as was observed 

in an urban environment as discussed by Hanna and Chang (2015). 

 

 

Figure 4. Comparison of centerline u and v velocity vectors for the wind tunnel and field study for Time Frame C. 

Figure 5 shows a top view of CONEX containers and measured velocity vectors in the xy-plane (u and 

v components) for Time Frame C at locations near CONEX 11.4 at 1 m elevation. As indicated in the 

figure, the wind tunnel measurements are generally consistent with field-scale measurements. The 

flow in the lee of the obstacle would be expected to show more variability, and in this region, the 

agreement between field-scale and these wind tunnel measurements is not as good. 

Measurements of the friction velocity (𝑈∗ = √(𝑢′𝑣′)2 + (𝑢′𝑤′)2
4

) were made in JR II-S and in the 

wind tunnel model and are shown in Table 2. As can be seen in the table, the agreement between 

field and tunnel scaled friction velocity is good. Tunnel measurements were also made at (scaled) 

heights of 10 and 6 m, and using the simple average from the wind tunnel measurements, the 

average (scaled) frcition velocity was found to be 0.177 and 0.227 m/s for Time Frames C and E, 

respectively. For these velocity profiles, the surface roughness (z0) was estimated to be 0.7 mm at 

Figure 3. MET Tower 3 velocity profile comparison for Time Frame E. 
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field scale which is consistent with Hanna’s recommendation of 0.5 mm (Hanna, 2020). At wind 

tunnel scale, the roughness Reynolds number (𝑅𝑒∗ = 𝑈∗𝑧0 𝜈⁄  where 𝜈 is the kinematic viscosity)  

 

Figure 5. Comparison of xy-plane velocity vectors at 1 m elevation measured at wind tunnel and field scale in Time Frame C 

Table 2 Comparison Between Field and Scaled Tunnel Friction Velocity for Time Frames C and E. 

 Time Frame C Time Frame E 

Field Scale Height 

(m) 

JR II-S 𝑈∗ 

(m/s) 

Scaled Tunnel 𝑈∗ 
(m/s) 

JR II-S 𝑈∗ 

(m/s) 

Scaled Tunnel 𝑈∗ 
(m/s) 

16 0.165 0.185 0.204 0.203 

8 0.183 0.196 0.239 0.217 

4 0.177 0.163 0.244 0.211 

2 0.182 0.133 0.228 0.169 

 

would be approximately 0.2. This value of 𝑅𝑒∗ is less than the criteria of 1 recommended by Snyder 

and Castro (2002), but exceeds the value of 0.135 for a smooth wall. (It is worth noting the the field 

scale flow has a 𝑅𝑒∗ ≈ 6.) Despite this concern, the wind tunnel measurements are consistent with 

field measurements. The main focus of this work to model the JR II chlorine releases, and the 

turbulence of the approach flow was not as important as the momentum of the release. 

Physical Model of the JR II MUE Chlorine Releases 

All of the MUE chlorine releases were vertically downward from a 15.2 cm circular hole (1 m above 

grade) made instantaneously in the bottom of the horizontal chlorine dissemination vessel. The 

flashing-two phase flow jet impacted the concrete pad and formed a wall jet that flowed radially 

from the release. The mass remaining in the vessel was measured by load cells which allowed 

accurate determination of the release rate as a function of time. As summarized by Spicer and Tickle 

(2021), the mass rate of chlorine leaving the vessel was constant during most of the release, but the 

amount of chlorine that moved downwind was impacted by aerosol rainout on the concrete pad. To 

facilitate comparison between atmospheric dispersion models, the rate chlorine moved downwind 

was simplified in two alternative ways including (i) a constant rate of aerosol and (ii) a lower constant 
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rate of aerosol with susbequent release of gas from the liquid rainout that remained. In the physical 

model developed in this work, the constant release rate approximation was used. 

A physcial model of this release starting from the initial two-phase jet was considered impractical 

because of the inability of creating such a flow in the wind tunnel. Due to the violent nature of the 

flow as well as the corrosive behavior of chlorine, only thermocouples were deployed on (and in) the 

concrete pad. The thermocouple measurements confirmed that a thin film of liquid chlorine was 

deposited on the concrete surface which subsequently evaporated. Thermocouple measurements 

along with video records of the tests were used to develop a model to quantify the amount of 

chlorine rained out (Spicer et al., 2019). However, since no other measurements were made on the 

concrete pad, the concentration, density, and velocity of the chlorine/air aerosol cloud was 

unknown. The aerosol cloud properties would be required to conserve the mass of chlorine released 

since the mass release rate had been measured. Because the chlorine liquid rainout was found to be 

limited to the concrete pad, the physcial model was conceptualized to model the outward flowing 

aerosol wall jet at the edge of the concrete pad. 

In the physical model, there were three parameters that were identified as unknowns at the edge of 

the concrete pad including the depth, velocity, and density of the wall jet. The wall jet in the physical 

model was made by suspending a circular disk over an area source in the floor of the wind tunnel 

which was the same (scaled) diameter as the concrete pad (see Figure 1). The area source top was 

fabricated using three perforated sheets. The holes in the top and bottom sheet are aligned and 

fixed. When the middle sheet is also aligned, test gas flows into the tunnel from the area source. 

When the middle sheet is moved so that the holes are not aligned, slots on the side of the area 

source under the tunnel are opened so that a continuoius supply of gas can be maintained from mass 

flow controllers. The gas supply was made visible using theater fog for comparison with field video 

records. Test gas from the mass flow controllers goes through a manifold that injects gas into the 

theater fog machine thereby allowing the gas supply to be marked with fog so that the density and 

volumetric rate of the gas supply could be controlled. By controlling the volumetric rate of supply gas 

and the gap between the circular disk and the model surface, the velocity of supply gas leaving the 

concrete pad could be controlled. With the ability to control the wall jet depth, velocity, and density 

in the physical model, visulaization tests were used to determine the wind tunnel gas release 

conditions to re-create various aspects of the visual record from the field tests. 

Visual Test Comparison with Field Scale Video Record 

The video record of the JR II field tests consists of recordings from a set of high definition cameras 

(numbered 1 – 12) at various locations around the MUE. Videos were not available for all cameras for 

all release trials. Two upwind camera locations (designated Cameras 3 and 4) were selected to best 

show the upwind and lateral motion of the chlorine cloud. Vehicles were parked at various locations 

inside the MUE during different tests, and the location of vehicles is reported in Spicer and Smith 

(2021). All wind tunnel simulations used the vehicle locations from trials 1-3 for all trials. (Subsequent 

wind tunnel simulations of trial 5 with three vehicles near the source were made, and the 

observations were largely unchanged except for deviations between field and tunnel observations at 

times after the primary release was complete.) 

In the wind tunnel model, Trial 4 conditions were used to experimentally determine the optimum 

parameters to model the release, and Trial 5 was used to validate the test parameters. To quantify 

the agreement between wind tunnel and field tests, the time required for the gas cloud to reach 

certain locations in the videos was measured. For Trial 5 using multiple releases, the average time to 

reach locations A-L in the wind tunnel are compared with field observations in Figure 6.  Average 
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arrival times for wind tunnel videos are somewhat too fast for locations nearest to the release point 

(A – C and G) with better agreement for arrival times at locations D – F and H – K. The arrival time at 

location L for the wind tunnel tests is slightly later. Overall, arrival times agree quite well considering 

the complex and turbulent nature of the gas flow within the MUE. Unlike pointwise velocity and 

concentration measurements, comparison of video records provides a global confirmation that the 

model is an effective representation of the field scale tests. 

 

Figure 6. Trial 4 time of cloud arrivalto reach locations A-L 

The optimal fog fluid composition was determined to be 21.4 mL/min of Rosco Clear Fog Fluid to 

provide good visualization of the releases. Using a tunnel disk spacing of 7 mm (0.35 m field scale), 

the optimum flow rate of the source gas was determined experimentally to be 680 L/min with a 

density of 1.96 g/L (which accounted for the fog mass). While a single set of conditions were 

determined to be optimal, there is no doubt that a range of test conditions would have been 

representative of the observed phenomenon. 

In each of the comparison video frames in Figure 7, the color of the chlorine cloud has been detected 

digitally and enhanced (with addition of green) at pixel level to facilitate the comparison between 

field and tunnel clouds. In the field releases, portions of the chlorine cloud that include aerosol are 

opaque, and portions of the cloud that are transparent are chlorine gas only (no aerosol present). 

Comparison of Field Scale and Wind Tunnel Scale Concentration Measurements 

During the field-scale MUE experiments, JAZ concentration sensors were deployed to measure 

chlorine concentrations. As with all other concentration measurement instruments in the test, the 

JAZ were calibrated before and after each test. The JAZ were deployed within the MUE because their 

upper limit of measurement was 100,000 ppm chlorine. 

In the wind tunnel model, SF6 was used as one component in the source gas to obtain the needed 

initial gas density to model the field scale releases. However, SF6 is known to create issues with 

concentration measurement systems such as a flame ionization detector (FID), so an alternate 

approach was tested. The Cambustion NDIR500 Fast Carbon Monoxide and Carbon Dioxide Analyzer 

was developed to measure CO and CO2 in internal combustion engines using an NDIR sensor. 

Because the instrument was on loan from Cambustion, no changes to the instrument could be made 

to tailor it to our application. For the wind tunnel tests, the sample probe attached was placed inside 

the wind tunnel with the main control unit and vacuum pump outside the wind tunnel. For each 

location tested, the sampling probe was placed approximately 0.6 cm AGL. For these concentration 

measurements, the source gas was composed of SF6, CO2 , and air. The concentration of CO2 was 

maximized to improve measurement sensitivity, and the presence of SF6 was determined to not 
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interfere with the measurements even though SF6 is IR active. Figure 8 shows an example of one 

comparison between the J91 field scale measured concentration, and the average wind tunnel  

 

 

 

 

Figure 7. Trial 5 comparison between wind tunnel and JR II video frames at selected times. 

measured concentration from multiple releases. Figure 8 also includes wind tunnel measurements 

from two separate releases.  

To complete the NDIR measurements in a timely fashion with available mass flow meters, the 

molecular weight of the source gas was reduced from 1.96 g/L to 1.79 g/L because this was the 

maximum density gas mixture that could be delivered while also containing sufficient carbon dioxide 

for adequate measurement with the NDIR. To accommodate this change in density, a higher 

volumetric flow rate was required, but at the time of the NDIR experiments, an error was made when 

setting flowrates, so a flowrate of 794 L/min was used (approximately 17% larger than desired). In all 
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of the comparisons that follow, model-scale concentration is presented as a concentration of 

chlorine gas (in ppm) assuming that chlorine gas (without aerosol) was used in the field experiments. 

Taking aerosol behavior into account would require that a larger model molecular weight be used (to 

account for the aerosol density increase) for comparison which would reduce model measured 

concentrations when compared to field scale measurements. Consequently, the model gas 

concentrations are expected to be higher near the source where aerosol behavior would be more 

important. 

 

Figure 8. Comparison of Jaz J91 measurements in Trial 4 with averaged NDIR model measurements along with two 

individual model measurements. Plot scales are the same between field and model measurements. 

Conclusions 

The JR2 chlorine field tests conducted in 2015 and 2016 were modeled in the CHRC wind tunnel. In 

the 2015 test season, a mock urban environment (MUE) was built in the field tests, and a 50:1 scale 

model of the MUE was built in the wind tunnel. The model work focused on the Special Sonic 

Anemometry study in the MUE between test seasons to validate the ability to model field scale 

turbulence and velocity in the wind tunnel. Using the upwind MET 3 measurements to set the wind 

speed, the chlorine releases were modeled in the wind tunnel as a gas wall jet at the edge of the 

(field scale) 25 m diameter concrete pad. Model parameters of the wall jet (depth, density, and 

volumetric flow rate) were experimentally determined so that cloud time of arrival between field and 

model scale at various locations were in good agreement using the field conditions for Trial 4. Model 

parameters of the wall jet were validated by comparison with observations in Trial 5. Scale up of 

these model parameters provided an estimate of field scale flow conditions which could not be 

measured due to the complexity of the flow (e.g., jet density and velocity). Field scale concentration 

measurements were compared with wind tunnel measured concentrations using a novel application 

of the Cambustion NDIR instrument. 
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Abstract 

Mean wind profiles within urban canopies can be predicted by assuming that the velocity is 

controlled by intense layers of vorticity, i.e., by solving the three-dimensional Poisson equation for a 

set of discrete vortex sheets. A fast pollutant dispersion model is developed by coupling mean wind 

profiles to a parameterisation of turbulent fluctuations and solving the time-dependent three-

dimensional advection–diffusion equation. Improved agreement with large-eddy simulation results is 

obtained when the spatial dependence of the wind profiles is accounted for. Parameterisations 

based on an explicit specification of the turbulent fluctuations or the associated effective diffusivities 

yield nearly identical results. The fast model shows much better agreement with LES than does the 

Gaussian plume model (e.g. the normalized mean square error is reduced by ∼80%), especially in the 

near field. The current implementation of the fast model is approximately 50 times faster than LES. 

With its combination of computational efficiency and moderate accuracy, the fast model may be 

suitable for applications like emergency dispersion modelling. 
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Abstract 

Atmospheric flows in the inertial sublayer (ISL) and the roughness sublayer (RSL) are largely affected 
by the urban and vegetation canopies beneath. In this study, the turbulent flows over idealized urban 
and vegetation canopies are modeled by wind tunnel experiments. The effect of aerodynamic 
resistance on the RSL and ISL turbulence structure is contrasted. Vertical profiles of velocity and 
turbulence statistics are sampled by hot-wire anemometry (HWA) to examine the flows over 
different configurations of urban and vegetation canopies so as to elucidate the transport processes. 
A new analytical solution to the mean wind profiles of RSL and ISL is proposed that is verified by the 
wind tunnel measurements. The influence of aerodynamic resistance on the RSL turbulence structure 
is evaluated by quadrant analysis. Further to the quadrant analysis, a series of frequency analysis is 
carried out to examine how turbulence eddies with different scales contribute to the transport 
processes. 

 

1. Introduction 

The inertial sub-layer (ISL) and roughness sublayer (RSL) air flows can be strongly impacted by the 
surface roughness of the urban and vegetation canopy. The Monin-Obukhov similarity theory(MOST), 
which is based on the well-characterized and homogenous ISL winds and turbulence, applies to the 
flux-gradient connection[1]. But above the canopy of vegetation, the classical flux-gradient 
relationship is invalid[2]. Therefore, further understanding of the wind and turbulence structure in 
the RSL is required. 

In view of the complicated surface morphology, understanding the aerodynamic effects induced by 
the rough surfaces is still inadequate. Many studies have used wind tunnel experiments to 
investigate the effect of urban roughness on the flow above the street canyon[3], [4]. More 
investigations over different arrangements of vegetation roughness are therefore needed. Statistical 
analysis of RSL turbulence over urban and vegetation canopies found strong sweeps and jets 
dominating transport processes[5]. However, these studies have only investigated the RSL 
characteristics over limited configurations of surface roughness. There is thus a need to advance our 
understanding of RSL dynamics. 

The purposes of this paper are to  (1) verify the newly proposed analytical solution to mean-wind 
profile for RSL and ISL; (2) analyse the RSL turbulence statistics over idealized urban and vegetation 
canopies.  
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2. Methodology 

The experiments were carried out in an open circuit in a wind tunnel working in neutral stratification 
at the Department of Mechanical Engineering, The University of Hong Kong[6].The flows are driven 
by a centrifugal fan and the power is regulated by a frequency converter (design wind speeds of 0.5 
m sec-1 to 15 m sec-1). After the fan, a diffuser, a settling chamber, a flow straightener and a 
contraction cone are built for the control of winds and turbulence. Moreover, a honeycomb filter is 
installed before the test section to reduce the background turbulence intensity (≤ 5%). Its test section 
is made of acrylic and its dimensions are 6 m (L) x 0.56 m (W) x 0.56 m (H), in which the roughness 
elements are placed. 

The roughness elements are dispersed across the entire test-section floor to initiate fully-developed 
TBLs. The streamwise u and vertical w velocities are measured at a frequency of 2000 Hz using an X-
wire probe with an angle of 100° of constant-temperature (CT) hot-wire anemometry (HWA). 

Sensor positioning on the vertical centerplane of the test section is controlled by a digital traverse 
system driven by the National Instruments (NI) motion controllers (PCI-7390). Through the use of a 
digital computer and the NI CompactDAQ system (NI cDAQ-9188), the control module digitizes the 
analog CT HWA signals. The automated data acquisition and data conversion programs for the 
measurements are then set up using the LabVIEW software. 

 

Figure 1. Photos of idealized urban canopy constructed by rib and cube elements together with 
vegetation canopy by tree models. 

The idealised city table consists of two types of roughness elements: aluminium square bars (ribbed 
elements) and plastic LEGO® blocks (cube-shaped elements). The aluminium bars in crossflows with 
roughness-element-height-to-spacing (aspect) ratios h/b = 1,1/2,1/3,1/4,1/5,1/6,1/8,1/10,1/12 and 
1/15 arrangement(Figure 1a). Arrays of LEGO® bricks are arranged in the ratio of obstacle-height-to-
separation h:l, h:2l, h:3l, h:4l, h:5l, h:6l, h:7l, h:9l, h:4l-D (double LEGO® bricks), h:4l-T (triple LEGO® 
bricks) and h:4l-T (quadruple LEGO® bricks) (Figure 1b). The vegetation canopy is configured in a 
staggered and aligned pattern with flow spacing variations of h/b = 0.63, 0.31 and 0.16 (Figure 1c). 

 

3. Results and Discussion 

3.1 Parameterization of mean wind profile 

The conventional ISL logarithmic mean-wind profiles do not predict RSL flows well. An analytical 
formulation for the mean wind speed is derived over idealised urban roughness, and a RSL function is 
introduced into the conventional ISL logarithmic profile[7]. 
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                  (1) 

Here the 𝜅 (=0.4) is the von Karman constant,z is vertical height, 𝑢 𝜏 is the friction velocity, z0 is the 
roughness length, d is zero-displacement height, z* is RSL thickness, μ is a constant depending on the 
RSL configuration and 𝛾 (=0.577) is the Euler constant.  
 
Equation (1) can be rearranged in the following form to compare the effect of surface roughness on 
aerodynamic resistance. 
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Figure 2. Dimensionless spatially averaged mean wind speed 
〈�̅�〉

𝑢𝜏
 plotted against series expansion 

Equation (2) over (a) urban canopies (ribs and cubes) and (b) vegetation canopies (staggered and 
aligned). 

 
The newly-derived mean wind profile analysis solution (Figure 2), which is continuously applied to 
both RSL and ISL, is validated by wind tunnel data. And the new analytical formulation describes the 
RSL wind profile more accurately than the traditional logarithmic form of ISL in the urban and 
vegetation canopy. 
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3.2 Turbulent Statistic 

Quadrant analysis divides the velocity domain into four quadrants in the (u″,w″) plane based on the 

sign of the fluctuating velocity, which are outward interaction Q1 (u″> 0 and w″> 0), ejection Q2 (u″< 

0 and w″> 0), inward interaction Q3 (u″ < 0 and w″ < 0) and sweep Q4 (u″> 0 and w″ <0) [8]. 

The occurrence fraction can be calculated as  

𝑁𝑖 =
𝑄𝑖

∑ 𝑄𝑖
4
𝑖=1

  (3) 

to contrast the occurrence from a particular quadrant. 
And the momentum flux fraction can be calculated as 

𝑆𝑖 =
< 𝑢′′𝑤′′̅̅ ̅̅ ̅̅ ̅̅ >𝑄𝑖
< 𝑢′′𝑤′′̅̅ ̅̅ ̅̅ ̅̅ >

 
(4) 

to quantify the contribution from a particular quadrant. 
Exuberance [9]as an indicator of transfer efficiency is defined as 

𝐸𝑥 =
𝑆1 + 𝑆3
𝑆2 + 𝑆4

 (5) 

 
Figure 3. Dimensionless vertical profiles of spatio-temporal average of (a)DX (b)Ex over urban 

canopies (ribs and cubes) and vegetation canopies, (c) (d) plotted at AR=1 of rib‑type array. 
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Figure 3 implies in general that the occurrence of Q2 and Q4 are much more frequent than that of Q1 

and Q3. Q2 and Q4 are the dominant events in turbulent transport. Take the rib‑type array as an  
example (Figure 3 c, d). Q1 and Q3 in RSL occur more frequently than their ISL counterparts. Q2 and 
Q4 contribute more to the ISL than the RSL, and hence the transfer of momentum is more efficient in 
the ISL. 
 

 
Figure 4. Occurrence fraction of Q2(a) and Q4(b) as a funtion of hole size and vertical height; 
momentum flux contribution of Q2(c) and Q4(d) as a funtion of hole size and vertical height 

 
To isolate the contribution of extreme events within each quadrant, a hyperbolic hole or threshold H 
to identify [10]. 

𝐻 =
< 𝑢′′𝑤′′ >

|< 𝑢′′𝑤′′̅̅ ̅̅ ̅̅ ̅̅ >|
 

  

(6) 

Quadrant hole analysis examines the relative importance of Q2 and Q4.In general, Q2 occurs more 
frequently than Q4. Q4 contributes more momentum flux in the RSL than ISL, which is due to the 
strong motion scale. It means that the scale of turbulence in the RSL of Q4 is larger which contributes 
more to the momentum flux transport. 
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Figure 5. Shaded contour lines of the joint probability density function (JPDF) at different filter 

frequencies. 
 

Frequency filter is introduced to examine quadrant analysis. Using the sampling frequency as a filter, 
more extreme events are found at Q2 and Q4 as the filter frequency is increased. With a sampling 
frequency greater than 1000hz, the full spectrum of turbulence characteristics can be captured. 
 
4. Conclusion 

A new analytical scheme for RSL and ISL mean wind profiles, verified by wind tunnel measurements, 
has a significant function in predicting mean wind speeds in urban and vegetation canopies. The 
influence of aerodynamic resistance on the RSL and  ISL turbulence structure is evaluated by 
quadrant analyse,the results showed that ejection Q2 and sweep Q4 are the dominant events in 
turbulent transport. The quadrant hole analysis examined the relative importance of Q2 and Q4. 
These results also demonstrate the dissimilar transport mechanism between the ISL and RSL. Based 
on quadrant analysis, frequency analysis investigates the contribution of different scales of turbulent 
eddies to the transport process and derives critical frequencies that reflect the characteristics of 
turbulence. 
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1. Introduction 

According to Transport for London, polluting vehicles are the single biggest contributor to London’s 

air pollution, responsible for nearly half the total air pollution in London (Transport for London, 

2022). Cycling is encourgaged in cities such as London to reduce traffic emissions, it is therefore 

important to ensure the advantages of cycling exceed the health risks of cycling in polluted areas. 

Studies such as those by Seaton et al. (1995) and Zuurbier et al. (2009) show a direct link between 

particulate matter in the air and respiratory related hospital visits. Cyclists are also at greater risk 

compared to pedestrains due to their extended proximity to polluting traffic and the increased 

inhalation rate due to the physical activity. Ning et al. (2005) and Shi et al. (2020) reveal why cyclists 

proximity to pollutiong vehicles is significant; an exponential decrease in pollutant concentration 

with increased distance from a polluting vehicle in both physical and numerical studies is observed. 

Pollutant dispersion is also affected by the environment into which it is emitted, Wang et al. (2008) 

shows that pollution concentration is elevated in street canyons due to the recirculation that occurs 

when a road is flanked by tall buildings, typical in urban settings. 

Vehicles and bicycles often share the same space on the road which forces riders into a line behind 

one another. There are some studies investigating the effect of pollution exposure on cyclists but 

very little research on the effect of cycling in a group, as is often the case in congested areas. 

2. Experimental facility and details 

The experiments were carried out in the University of Surrey’s Environmental Flow Meteorological 

Wind Tunnel (EnFlo) within the Centre for Aerodynamics and Environmental Flow. The tunnel’s 

internal test section measures 20m x 3.5m x 1.5m (length x width x height) and is equipped with two 

three-dimensional traversing gears and an automatic turntable of diameter 1.4m.  

To create the desired boundary layer replicating atmospheric conditions in an urban area, a set of 

five Irwin spires were placed at the tunnel inlet followed by approximately an 11m-long fetch of 

roughness elements. A 1:50 scale street model, representing a typical urban canyon was placed on a 

2m x 2m square plate fixed to the turntable. Throughout this work, the x direction is defined to be 

parallel with the tunnel length, y indicates the spanwise direction, and z is height normal to the 

tunnel floor. One traverse was used for moving the source and the other for moving the fast flame 

ionisation detector (FFID) concentration measurement probe. 

The source, modelling a car exhaust, released a mixture of air and propane, and was emitted at a 

height representative of a car exhaust and directed downstream, parallel to the orientation of the 

street canyon. This approximates to a passive release. 

2.1 Experimental model 

21-52 Clapham road is part of Cycle Superhighway No. 7 and has been selected becuase it is 

particularly straight with relatively small buildings and simple geometry, these factors render the 
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stretch of road ideal for a scaled wind tunnel model (see Figure 1). The 1:50 scale model ensures that 

even when the buildings are angled to simulate the effect of wind direction, the blockage is well 

below 10%. 

The design of the model bicycle used in these experiments uses a simplified geometry. The 

dimensions of the rider that sits on the bicycle are taken from an average male. A scale of 1:40 is 

used for the dimensions of both the bicycle and the rider (Bierkens, 2019). Each cyclist stands on a 

thin chamfered square mounting plate which measures 40mm x 40mm. The length of a single cyclist, 

�, is therefore equal to 40mm. A configuration of four cyclists in line is modelled, where the cyclists 

are positioned one behind the other equidistantly spaced as if they are riding adjacent to the traffic 

in the Cycle Superhighway.  

The model car was designed based on the commonly-used Ahmed model as it reproduces the basic 

aerodynamic features of a car with a simplified geometry for experimental and numerical modelling 

(Ahmed et al., 1984). The dimensions used to create the model were inspired by a London black cab 

taxi, the TX4, using the same 1:40 scale used for the cyclists. To establish the prevailing wind 

direction, data was obtained from the nearest weather station. This is located in the borough of 

Brixton, approximately 1.7km from the physical measurement site. The relative angle between the 

absolute wind and the bearing of the modelled section of Clapham Road can be estimated to be 12°. 

This is therefore referred to as the prevailing wind direction.  

 

Figure 1: Diagram of the street canyon model. Buildings are in dark grey, cyclists are represented 

with light grey squares and dots indicate the source position. Case 1 (in blue) refers to the car 

positioned upstream of the cyclists and Case 2 (in red) is when the car is adjacent to the cyclists. The 

cases are discussed in Section 2.2. 
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2.2 Measurements 

The FFID measurement probe was used to measure the propane concentration in front of each of the 

four cyclists, at a distance of 0.25� upstream of the rider‘s head, the values presented are averaged 

over a four minute sampling time with an acquisition frequency of 400Hz. The tested configurations 

can be split into two cases where the source is moved around the group of riders. In Case 1, the 

source and cyclist are in-line, the y position of the source is aligned with the centre of the line of 

cyclists. The source is moved increasingly upstream as if a car were progressively further away from 

the group of cyclists. In Case 2, the source is offset to the right hand side of the cyclists by a distance 

of �. The initial x source position is also set to a distance of 2�  upstream of Cyclist 1 but is then 

moved downstream and so positioned adjacent to each cyclist numbered 1 - 3.  

Case 1 is simulated both with and without the Ahmed model at a wind incidence angle of 0°, i.e. 

when the street canyon is orientated parallel to the tunnel. Case 1 and 2 are subsequently simulated 

with the Ahmed model with a sweep of wind incidences from -12° to +180°.  

 

3. Preliminary results 

Preliminary results only cover Case 1; Case 2 will be discussed during the presentation. The 

concentration measurements are rendered non dimensional, by 

�∗ =
������

���

��×��
�       (1) 

where Cppm is the concentration measured by the FFID in ppm, Hb=216mm is the average building 

height of the two tallest buildings in the canyon, Ub=1.44m/s is the average wind velocity measured 

upstream at the top of the same buildings, and qp=0.125 x 10-6 m3/s is the volumetric flow rate of the 

propane released through the source.  

The separation distance between the source and the measurement position, d*, was non 

dimensionalised using the characteristic lengthscale of a single bicycle, as given by 

�∗ = �(��
∗)� + ���

∗ �
�

      (2) 

where ��
∗  and ��

∗  are the non-dimensional distances between the source and measurement position 

in the x and y directions respectively. �∗is, therefore, given as a number of bicycle lengths. 

3.1 Case 1 results 

Case 1 models a vehicle directly upstream of a line of cyclists. Case 1 is simulated at 0° wind 

incidence, i.e. wind parallel to the canyon, both with the Ahmed model and without, where the 

source is a free point source. The set up at 0° is also modelled with a Gaussian point source plume 

model, the results of which are plotted with the experimental results in Figure 2. 

An exponential decrease of concentration with increased separation distance between source and 

receptor is observed when the Ahmed model is used, as expected. Without the Ahmed model 

however, concentration tends to zero for shorter separation distances, this is becasue without the 

wake effects of the Ahmed model, the plume does not disperse sufficiently within the measurement 

region. This reveals the importance of modelling a vehicle’s bluff body to simulate a vehicle exaust 

dispersion. 
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Figure 2: Normalised concentration c* as a function of distance d*: Case 1, 0°, with and without 

Ahmed body in black and grey, respectively. 

Wind incidences from 0° to -45° are simulated with the Ahmed model, this revelas that wind 

incidence is only significant at large separation distances, where the concentration decreases as the 

incidence angle increases. At -45° a larger disparity between concentration exposure between 

cyclists in the group is observed. The further back in the configuration of cyclists, the lower the 

exposure. This is likely a result of the transverse velocity in the canyon sweeping the concentration 

away from the cyclists. 

A 180° wind incidence is simulated by reversing the orientation of the cyclists and vehicle, rather 

than the canyon, therefore modelling a dominant tail wind. There is little difference in concentration 

exposure as a function of cyclist position within the group, but the exposure is much higher in the 

180° case than the 0° case. This is believed to be due to the reversed orientation of the bluff body as 

the exhaust is now facing upstream. 

To summarise the results for Case 1, where the vehicle is in line with cyclists, the pollutant 

concentration decreases exponentially with increasing relative distance between the source and the 

cyclist. This is in agreement with previous literature and with simple prediction of Gaussian plume 

dispersion models. Furthermore, when the wind is largely in line with the canyon (up to 30°), there is 

little to no difference of concentration exposure between the positions within the group of cyclists. 

More substantial differences appear for wind incidences greater than 30°, for which riding at the 

back of the group can be beneficial regardless of the relative distance from the vehicle. 
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4. Conclusions and future work 

The work herein is unique in combining the variables to simulate a realistic urban canyon; the bluff 

body aerodynamic features of a vehicle and the implications of group riding which can affect a rider’s 

exposure to pollution in an urban area.  

The findings presented also show that the presence of an Ahmed model (to simulate the presence of 

a vehicle) is crucial to determine accurate plume dispersion in the near field. Case 1 simulations 

showed that, provided the wind incidence is below 30°, the plume concentration decreases 

exponenetially with the separation distance between the riders and source, this is the most 

influential factor in determining pollutant exposure.  

Case 2, where the source is adjacent to the riders at a series of downstream distances, will also be 

simulated at a series of wind incidence angles. The effect of distance from the source in addition to 

rider position within the group of cyclists on exposure level will be assessed.  

The aim of this work is to be able to advise cyclsits and drivers how to reduce concentration exposure 

for bicycle riders in urban areas given their close proximity to pollutant emissions. Further 

investigations are required to fully capture the effects of different configurations of group riding, a 

feature of high relevance for urban riding with narrow cycle lanes. 
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Abstract 

The urban climate, in particular, the urban heat island effect, has been widely focused due to its 

significant impacts on energy consumption, air pollution level, and human health and comfort, etc. It 

is such a complex issue that is dominated by urban configuration, wind, temperature and human 

activities. To mitigate the negative impacts, it is essential to understand the fundamental physics of 

the urban climate, particular the flow behavior and heat transfer or energy budget of individual 

physical process. Therefore, the current work reposts an experimental investigation of the local urban 

microclimate using simultaneous PIV-LIF measurement in a water tunnel. Flow mechanism and 

temperature gradient are captured from the high-resolution experimental results, based on which air 

ventilation and heat fluxes can be calculated.  

 

1. Introduction  

The urban climate, in particular, the urban heat island effect is such a complex issue that is dominated 

by urban configuration, wind, temperature and human activities [1, 2]. With the increase in population, 

global warming and heat waves, the temperatures in cities are known to increase further, thereby 

having a detrimental effect on human comfort, health and increased energy demands for cooling in 

cities [3]. 

To advance the understanding, it is essential to study the urban flow behavior and heat transfer of 

individual physical processes and also the interactions among them [4]. Insights into factors 

contributing to urban heat island have been obtained, including the formation of heat dome [5] energy 

budget of soil [6], impact of urban morphology [7], anthropogenetic heat [8], cooling effect of plant 

transpiration [9], etc. Among those factors, urban airflow is a determinant one which connects 

dominant physical processes involving moisture and heat transport. Most urban microclimate studies 

in the past have focused on urban airflows driven by the wind on generic building geometries [10-12]. 

In the present work, we performed simultaneous PIV-LIF measurements in a large closed-circuit water 

tunnel to understand the potential effect of approaching flow and buoyancy in the analysis of urban 

flows in an urban model that developed to be representative of the real urban morphology based on 

the urban density analysis.  

2. Experimental configurations  

In this study, urban flows are studied in a water tunnel setup where both temperature and flow fields 

are simultaneously measured by PIV-LIF measurements in the ETH Zurich Atmospheric Boundary Layer  

245



PHYSMOD 2022 – International Workshop on Physical Modeling of Flow and Dispersion Phenomena 
Institute of Thermomechanics of the CAS, Prague, Czech Republic – August 29-31, 2022 

 

Water Tunnel operated at Empa (Swiss Federal Laboratories for Materials Science and Technology). 

The water tunnel is equipped with a 110-kW pump to produce a flow ranging from 0.03 to 1.5 m/s, 

and the tunnel is comprised of a 6-m long development section and a measurement section with a 

cross area of 0.6 × 1 m². The water tunnel is equipped with two sCMOS 16-bit dual frame cameras with 

a resolution of 2048 × 2048 pixels² at 25 Hz. The two cameras are aligned in the spanwise direction of 

the tunnel, focusing on the two sides of the same calibration target (CT). A Litron 100 Hz Nd-YAG laser 

(532 nm) is used to excite the dye for LIF measurements and illuminate the field-of-view for PIV 

measurements. 

To reduce laser intensity fluctuation due to waves on the free air-water surface, an optical boat is 

mounted above the free surface of water, and the bottom of the boat is immersed about 5 mm into 

the water. LIF images obtained from isothermal tests are used to determine the fluctuation in laser 

intensity equal to 2.02%. Given the minor pulse-to-pulse intensity variation of our laser, Uranine is 

used in our LIF system. Since the emission peak of the Uranine is located at the wavelength of 510 nm 

when the excitation is at 532 nm, a bandpass filter of 535-630 nm is adopted. The concentration of the 

Uranine is chosen to be 2 mg/L. The experimental setup is presented in Fig. 1 and Fig. 2.  

 

Figure 1. (a) Water tunnel filled with dye-containing water and equipped with a PIV-LIF measurement system, 

and (b) actual measurement process illuminated by the laser sheet.  

 

Figure 2. (a) A unit of the tested building model as indicated by the red square in (c), (b) PIV camera and a target 

for PIV calibration and (c) LIF camera and test model immersed in the dye-containing water. 
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To generate buoyant flows, the test section floor is covered with nine heating plates and the surface 

temperature of these heating plates can be controlled individually, as shown in Fig. 1 and 2. Conductive 

building models with different heights (9 and 27 mm) are mounted on the plate as presented in Fig. 2 

(a). The site cover ratio (λp) of the current configuration is 𝜆𝑝 =
4×4×9×45×33

1000×1000
= 0.21. With a constant 

water temperature of 21°C, the temperature of the heating plates is set at 30°C and 40°C as the partial 

heating and maximum heating conditions, respectively. The measurement conditions are summarized 

in Table 1. The Reynolds number, 𝑅𝑒 =
𝑈𝐻

𝛾
, is defined with respect to the model height (H), the 

freestream velocity (𝑈) and the kinematic viscosity of water (𝛾). The Richardson number is defined as 

𝑅𝑖 =
𝑔𝛽∆𝑇𝐻

𝑈2 , where ∆T is the temperature difference between the ground surface and the freestream 

water,  is the thermal expansion coefficient of water, g is the acceleration due to gravity.  

Table 1. Measurement matrix, where U is the free stream velocity and Ts denotes the plate surface 

temperature. 

Free stream 
velocity, U (m/s) 

Plate temperature, Ts 
(°C) 

Reynolds number, 
Re 

Richardson 
number, Ri 

Remarks 

0.03 20 540 0 Isothermal 
0.06 20 1080 0 Isothermal 
015 20 2700 0 Isothermal 
0.03 30 540 1.05 Partial heating 
0.03 40 540 2.58 Max heating 
0.06 40 1080 0.63 Max heating 
0.15 40 2700 0.08 Max heating 

 

Velocity fields are obtained through PIV particle images which are post-processed using cross-

correlation with an integration window of 32 × 32 pixels². Temperature fields are obtained by post-

processing LIF images. The simultaneous velocity and temperatures are obtained by superimposing 

the two fields of the same FOV of the central block. 1500 pairs of images are captured at the frequency 

of 15 Hz for each test configuration for statistical analysis. To compensate for the spatial distribution 

of laser intensity, a spatial profile of the laser intensity is obtained by taking images with isothermal 

dye-containing water. This spatial profile is then used to normalize the intensity profiles captured in 

the measurements of non-isothermal flow.  

3. Results and discussion 

Figure 3 shows an instantaneous temperature field at Re = 540 for the maximum heating case (Ri = 

2.58). Clear thermal plumes that develop and shed from the heated ground and building surfaces can 

be seen in the figure, which leads to a maximum water temperature rise of approximate 1.8°C. Some 

of the accumulated heat is carried away by the updraft and flushed downstream by the approaching 

flow above the rooftop. 
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Figure 3. An example of the instantaneous temperature field across the street canyon at Ri = 2.58. 

 

Figure 4. The corresponding instantaneous velocity vector field and velocity magnitude field across the street 

canyon at Ri = 2.58. 

Figure 4 presents the corresponding velocity vector field and velocity magnitude field at the same 

moment. The significant impact of the heating plate on the flow is clearly shown by the updraft flow  

and the induced fluctuation near the ground. This impact is decreasing with the increase of the height 

as indicated by the free stream flow observed 150 mm above the ground. The flow in the street canyon  

is most likely three-dimensional, however, the two-dimensional experiments do not allow for analyzing  
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the three-dimensional aspect of the flow. This drawback is however counteracted by the advantage to 

be able to perform simultaneous measurements of flow and temperature fields at a high spatial and 

temporal resolution, allowing for correlation between both fields. 

To understand the impacts of the approaching flow and heating plate, figure 5 summarizes the time-

averaged velocity vector fields for six runs with a particular focus on the central street canyon region 

where the flow is significantly influenced. The first column is the velocity vector field and velocity 

magnitude field in isothermal conditions and normalized by the free stream velocity, namely 0.03, 0.06 

and 0.15 m/s, respectively. While the second column lists the normalized velocity fields under heating 

conditions for a clear comparison. Canyon vortex can be easily seen in the isothermal cases, particularly 

with low free stream velocity. In non-isothermal conditions, the approaching flow becomes more 

buoyant by convective heating from the heated plate, which stops the formation of the canyon vortex 

and leads to significant updraft flow. The updraft flow and thermal plumes as shown in Fig. 3 indicate 

the heat removal process from the ground. It is also noted that with an increase in the free stream 

velocity, the formation of canyon vortex and updraft buoyant flow components are weakened. 

 

Figure 5. Time-averaged velocity vector fields and velocity magnitude fields for different configurations are 

normalized by the free stream velocities, respectively. 

Canyon volumetric ventilation rate, Q', which plays an important role in heat removal, is calculated 

based on the instantaneous vertical velocity at the roof level (W), given as 
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𝑄′ =
𝜏

𝑉𝑐
∫ 𝑊𝑑𝐴

 

𝐴

 
(1) 

where  is the reference time and calculated as 𝜏 = 2(𝐻 + 𝑆)/(2𝑈𝑓/3), VC is the unit volume of the 

canyon, and A is the ventilation area of interest. By integrating the ventilation rate over the canyon 

width, we obtain the time series of the canyon-wise ventilation rate as shown in figure 6. As mentioned 

above, the 3-D flow behavior can be also concluded from this high spatial and temporal two-

dimensional measurement. The positive ventilation indicates the flow enters the canyon from the two 

sides of the canyon and exists the canyon from the roof level. It can be concluded from the figure that 

with a higher ground temperature, the ventilation rate over the street canyon increases regardless of 

the flow velocity. For instance, when the approaching flow is set at 0.03 m/s, the ventilation rate 

increases from 0.084 at the isothermal condition to 1.584 at plate temperature of 30 °C and further to 

1.813 at plate temperature of 40 °C. When the plate is set at 40 °C, buoyant updraft flow dominates 

the ventilation at the canyon roof level at a velocity of 0.03 m/s. Hence, with an increased flow velocity 

(0.06 m/s), the impact of the buoyant flow on the ventilation rate is weakened. The approaching flow 

is becoming the dominating factor with a further increase in the velocity, which results in an increase 

in the ventilation rate from 1.25 to 1.56. This is also seen in the isothermal condition which the 

ventilation rate increases with an increase in the free stream velocity.  

 

Figure 6. Ventilation rates at the canyon roof level in the different configurations as a function of time. 

Figure 7 shows the time-averaged fluid temperature profiles along the canyon centerline (X = 120 mm) 

and canyon roof level (H = 30 mm) at different test conditions. It is shown that both the temperatures 

along the canyon centerline and canyon roof level decrease with an increase in the free stream 

velocity. As heat is carried away by the approaching flow from the plate, a flow at a higher velocity has 

greater heat removal capability and hence results in a lower temperature. 
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Figure 7. Time-averaged temperature distribution along the canyon centerline (left) and temperature distribution 

at the canyon roof level in different test configurations. 

 

4. Conclusion  

This work reports simultaneous PIV and LIF measurements conducted in the ETH Zurich Atmospheric 

Boundary Layer Water Tunnel to study the urban microclimate. The PIV-LIF technique makes it possible 

to analyze the temporal development of the concurrent velocity and temperature fields of the flows. 

The updraft buoyant flow and turbulence induced by the heating plate are captured. Impacts of the 

approaching flow velocity and heating condition of the ground plate on the flow behavior and 

ventilation rate from the canyon are compared. Both the flow velocity and heating condition of the 

ground contribute to the canyon ventilation rate and at the low velocity, the buoyant updraft flow 

caused by the heating plate dominates the ventilation flow. 
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Abstract 

Gases pollution dispersion in a built-up environment is a significant problem where many 

people live. This study investigates the impact of the building's roof shape configurations on 

the gases pollutant emission from vehicle exhausts within the street canyon using computational 

simulation with a computational fluid dynamics model (CFD). The simulations are conducted 

based on the Reynolds Averaged Navier Stokes (RANS) models with k–ɛ turbulence model 

(Standard,  Realizable, and renormalization group (RNG) k–ɛ models) under neutral 

atmospheric conditions. Five roof shape configurations are applied in this study: (a) flat roof-

shaped, (b) 450 sides roof-shaped, (c) 900 lift side roof-shaped, (d) 900 right side roof-shaped, 

and (e) Trapezoid roof-shaped. The computational results are compared and validated with the 

wind tunnel results. The results obtained indicate that the standard k–ɛ turbulence model yielded 

the best agreement with experimental data.  The wind velocity increases with the flat, 450 Sides, 

and trapezoid roofs-shaped and decreases with the 900 lift side and lift side roofs-shaped.  The 

pollutant concentration decreases with the 450 sides roof-shaped and trapezoid roof-shaped and 

increases with the flat roof-shaped. 

Keywords: Atmospheric diffusion; Computational Fluid Dynamics; Roof building 

 

Introduction 

There are many situations where it would be helpful to compute pollutant concentrations in 

street canyons within an urban area. Local authorities need such information better to 

understand the impact of urban air quality on health and assess the likely impact of urban 

planning and traffic control measures on population exposure and health. The building cavity 

recirculation region in an urban environment is the region above the roof bounded by the 

separation streamline originating at the upwind roof edge and downwind of the building 

bounded by the reattached streamline. The cavity is bounded laterally by streamlines separating 

from the corners. Depending on building configurations, there can be distinct rooftop and 

downwind cavities or a single recirculation cavity. There is an urgent need for a better 

understanding of hazardous gas dispersion inside the building cavity to assess and optimally 

respond to any release of toxic materials near the building. 
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One of the most dominant parameters for pollutant dispersion in building cavity recirculation 

regions is building orientation and roof configuration, including roof shape, geometry, and 

architectural design ( Yassin et al., 2005, 2008a, b; Yassin, 2009, 2010, 2011; Kellnerova et al., 

2012; Yassin and ohab, 2012a,b, 2013a,b,c,d; Yassin and Kassem, 2014; Yassin et al., 2021). 

The influence of roof shape on flow and pollutant dispersion has been described in studies 

evaluating the air quality of indoor and outdoor environments, e.g., Rafailidis (1997), Kastner-

Klein and Plate (1999), Louka et al. (1998), and Theodoridis and Moussiopoulos (2000). For 

instance, using physical simulations, Guirguis et al. (2007) investigated wind flow and pollutant 

dispersion around a single building with an upward wedge-shaped roof. In addition to physical 

simulation studies, computational simulations have been performed using the standard, RNG, 

and Chen-Kim k–ε models. Xie et al. (2005) and Huang et al. (2007; 2009) found that building 

configurations and geometries are essential determinants of flow patterns and pollutant 

dispersion in street canyons. Flow over regular arrangements of buildings with slanted roofs 

was numerically studied, and its impact on pollutant dispersion was analyzed by Takano and 

Moonen (2013). They showed that pollutant concentration in a street canyon decreases with the 

increase of roof slope. The characteristic of air pollutant dispersion around a high-rise building 

was investigated by Zhang et al. (2015). They compared experimental measurements in a 

numerical simulation of a turbulent boundary layer wind tunnel. They show a similar trend to 

the outcomes of self-conducted experimental measurements that the pathways of pollutant 

migration for windward and leeward pollutant emission are different. The use of the CFD 

approach for pollutant dispersion around building in urban environments was reviewed by 

Lateb et al. (2016). They tried to establish a common methodology for verifying and validating 

CFD models. At the same time, Cui et al. (2016) investigated the effect of an upstream building 

on the inter-unit dispersion in a multi-story building in two wind directions using CFD models. 

Their results show that the presence of an upstream building greatly changes the path lines of 

the downstream target building, which will change the pollutant transportation routes around 

the downstream building. The main goal of this research is to simulate the dispersion of vehicle 

emissions in a street canyon within an urban environment. In particular, the investigation is 

made into the effect of the roof configurations on the street canyon. 

 

 

Methodology  

 

The ANSYS FLUENT CFD package has been configured to solve the Navier Stokes equations 

for the mean flow in street canyons for various roof-shaped and its height using the three κ-ε 

turbulence models: standard κ-ε model, RNG κ-ε model, and Realizable κ-ε model. The 

conservation equation for species concentration of pollutants must also be solved with the 

abovementioned equations, which describe the flow characteristics. The governing equations  
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of the model are shown below. A two-dimensional computational domain was used with the 

wind flow direction assumed perpendicular to the street canyon. The street canyon width to  

height ratio is W/H=1, and both sides of the buildings have the same height. Eight identical 

street canyons were aligned horizontally to facilitate fully developed and periodic street canyon 

turbulent flow. Five different roof shapes of building structures were considered; (1) a flat roof-

shaped, (2) 45o sides roof-shaped, (3) 90o lift side roof-shaped, (4) 90o right side roof-shaped, 

and (5) trapezoid roof-shaped. Velocity boundary layer conditions were used in the main inlet 

wind flow and the vehicle exhaust. The initial wind speed is uniform (5 m/s) with low 

turbulence intensity. A user-defined subroutine for including the turbulence 0.28 the power-law 

inlet velocity profile into FLUENT code was developed and used in the analysis. 

 

 

Results and Discussions 

 

The variability of the roof-shaped produced different wind vortex structures inside the street 

canyon that caused a change in the dispersion characteristics. Fig. 1 shows contour lines of the 

normalized pollutant concentration fields inside the street canyon of the different roof-shaped 

windward and leeward walls for the three k-ε turbulence models with the three roof heights. A 

clockwise vortex circulation was generated within the street canyon when wind flow was blown 

across the street canyon from the left of the upstream building. Then, the pollutant was carried 

to the leeward wall from the line source and dispersed further in the street canyon. The pollutant 

concentration on the leeward wall was higher than that on the windward wall building at the 

lower region of the street canyon. This is because the horizontal velocity of the lower area of 

the street canyon was negative, where the vortex was clockwise. Moreover, as the rotation 

velocity was small in the lower region of the street canyon, it was tough to remove the pollutant 

discharged from the line source out of the street canyon. On the other hand, the mean horizontal 

velocity of the upper region of the street canyon was upbeat and had a larger rotation velocity. 

 

Hence, it could transport the pollutant out of the canyon from the windward wall of the 

buildings. For this reason, the pollutant concentration at the leeward wall was higher than that 

at the windward wall in the higher region of the street canyon. Under these circumstances,  

pollutant dispersion was solely removed vertically from the street canyons to the free surface 

layer by the vertical mean flux and vertical turbulent flux. There were some uniform 

characteristics of pollutant dispersion, although the wind flow varied depending on the street 

intersection. On the other hand, it shows clearly that the dispersion pollutant transports to the 

windward wall when the horizontal velocity is positive.   
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Fig. 1. Contour lines of non-dimensional mean concentration k in the x-z plane   
 

 

Conclusions 

 

The pollutant concentration increases with the flat roof-shaped. The pollutant concentration 

decreases with the 450 sides roof-shaped and trapezoid roof-shaped. The concentration 

decreases exponentially in the vertical direction. The pollutant concentration inside the street 

canyon increased towards the ground surface and decreased up to the roof canyon.   
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Abstract 

As a new type of pig housing system, naturally ventilated pig buildings with outdoor exercise yards 

(NVPBOYs) have better animal well-being and thus are receiving increasing interest. However, there is 

lack of information on the transport and dispersion characteristics of air pollutants for this type of pig 

house. Therefore, the aim of this study was to investigate the dispersion of air pollutants from a 

NVPBOY. Experiments with a scaled NVPBOY model were carried out in a large boundary layer wind 

tunnel. Air velocities and concentrations of a tracer gas were measured at a vertical plane downwind 

the scaled model using a Laser Doppler Anemometer and a fast Flame lonisation Detector. A tracer gas 

concentration accumulation area was observed in the wake of the scaled model at the height where 

air vortex and peak turbulent kinetic energy occurred. The results contribute to a better understanding 

of air pollutants dispersion characteristics in relation to airflows. 

 

1. Introduction 

Open-type pig buildings with natural ventilation have the advantages of better animal welfare, low 

operation and maintenance cost, energy saving and low noise to animals. With these benefits, naturally 

ventilated pig buildings with outdoor exercise yards (NVPBOYs) are receiving increasing attention 

worldwide (Park et al., 2017).  

One important issue concerning NVPBOYs is the environmental impact of air contaminants produced 

from the buildings. The transport and dispersion of airborne pollutants from an open-type livestock 

buildings are strongly related to the airflows, which are in turn mainly influenced by the building 

configurations (e.g. openings, roofs, building internal structures), animals, outdoor climate conditions, 

etc. (Sauer et al., 2011). Therefore, it is essential to understand the dispersion characteristics of air 

pollutants from NVPBOYs in relation to the airflows around the buildings.  

Physical modelling in a wind tunnel has advantages of providing comprehensive measurements under 

controlled boundary conditions, and has been widely applied in emission dispersion research (Ahmad 

et al., 2005; Vidali et al., 2022). 

The objective of this study was to investigate the transport and dispersion characteristics of air 

pollutants from NVPBOYs to the surrounding environment. To achieve this, air velocities and gas 
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concentrations at downwind of a scaled model of a NVPBOY were measured in a boundary layer wind 

tunnel. The airflows in terms of air speed and turbulent characteristics and the distribution of gas 

concentrations were analysed. 

 

2. Methodology 

2.1. Experimental setup 

The measurements were conducted in a large atmospheric boundary layer wind tunnel at the Leibniz 

Institute for Agricultural Engineering and Bioeconomy (ATB), Germany. The wind tunnel is used for the 

research on ventilation airflows and dispersion processes in agricultural buildings, as well as for 

generating dataset for CFD validations. The total length of the wind tunnel is 28.5 m. The dimensions 

of the test section of the wind tunnel are Length × Width × Height = 19.5 m × 3 m × 2.3 m. The spires 

and roughness elements placed in the upstream are used to generate a moderately rough boundary 

layer with a power layer exponent of 0.14, which was documented in the publication (Yi et al., 2020). 

All measurements were performed at a free-stream wind speed of 8 m/s. 

A 1:50 scaled model of an experimental NVPBOY located in Wehnen, northwest Germany was used in 

this study, as shown in Fig. 1. It was consisted of a housing area with eight pigpen boxes and an outdoor 

exercise yard. Since the exercise yard is expected to produce most ammonia emissions, a tracer gas 

release surface made of porous media stone was built at the floor of the exercise yard. The dimensions 

of the scaled model were Length × Width × Height = 0.427 m × 0.256 m × 0.130 m, resulting in a 

blockage ratio of 0.8%. The height of the inlet openings was 0.020 m. 

                          

Fig. 1. A 1:50 scaled model of a naturally ventilated pig building with an outdoor exercise yard. 

 

2.2. Measurement positions 

Air velocity and concentration of tracer gas were measured at 14 vertical lines (10 points at each line) 

downwind the scaled pig building model. The 14 lines were at the same vertical plane along the 

centreline of the scaled model, located from 0.17 m to 1 m away from the scaled model. In order to 

capture the detailed airflow and concentration fields at the wake of the building, the measurement 

lines were densely distributed close to the building. Detailed measurement positions are illustrated in 

Fig. 2. 
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Fig.2. Sketch of the scaled pig building model with air velocity and gas concentration measurement 

positions represented by yellow dash lines. 

 

2.3. Velocity and concentration measurements 

Stream-wise (in X direction) and vertical (in Z direction) air velocity components were measured by a 

2D Laser Doppler Anemometer, which was installed on a computer-controlled traverse system. The 

measurements were taken continuously at each point until the sampling number reached 40,000. 

Time-averaged mean velocities and standard deviations were recorded.  

Concentration of the tracer gas was measured at the same positions as the velocity measurements. 

Ethane has a density similar to air, and was therefore used as the tracer gas in this study. The pure 

ethane was continuously emitted from the floor of the exercise yard of the scaled model with a mass 

flow rate of 250nl/h. The concentration of the tracer gas was measured using a fast response Flame 

lonisation Detector (fast FID). The sampling frequency was 1,000 Hz. The sampling number at each 

measurement position was 30,000. The fast FID was calibrated with certified calibration gases of 

different concentrations before measurements.  

 

3. Results and discussion 

3.1. Air velocity and turbulence contours 

Fig. 3a shows the time-averaged air speed contour with streamlines at the vertical centre plane 

downwind the scaled pig building model. A stagnant zone occurred in the wake of the building model 

up to the distance of 0.42 m (i.e. 3.23Hb, where Hb is the building height). An air vortex was observed 

above the leeward roof of the building model, at the height ranged from 0.072 m to 0.108 m, 

determined by visual inspection of the streamline plot. The air accelerated over the top of the building 

model at the height above 0.17 m. 

Fig. 3b shows contour of the turbulent kinetic energy (TKE) at the same measurement plane. It was 

seen that a large portion of TKE was generated around the ridge height (from 0.12 m to 0.16 m), which 

was probably caused by the flow separation above the roof. The length of the main TKE production 

area was close to the length of the stagnant zone due to the turbulent flow structure in this area.  
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                  (a) 

 

                  (b) 

 

Fig. 3. Air speed contour with streamlines (a) and turbulent kinetic energy (TKE) contour (b) at the 

vertical plane downstream along the centreline of the scaled pig building model. X represents distance 

away from the scaled model, and Z represents the height from the wind tunnel floor. 

 

3.2. Concentration contours 

Fig. 4 shows the contour of time-averaged concentration of the tracer gas at the same vertical plane 

as velocity measurements. It was seen that the width of the plume in Z direction was 0.2 m (1.54Hb), 

and the length of the plume in X direction was over 1 m. This indicates that the air pollutants produced 

from the scaled NVPBOY are supposed to diffuse further over 1 m (i.e. 7.69Hb) at the experimental 

condition.  Within the plume, a high concentration area (1400 – 1600 ppm) was observed at the height 

from 0.05 m to 0.14 m, where the air recirculation and peak of TKE occurred. This was because the 

tracer gas was trapped in the air vortex, and then it dispersed by turbulent flow. As a result, the tracer 

gas accumulated in this area. Around this area, the tracer gas transported and dispersed quickly by the 

mean air speed.  
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Fig. 4. Gas concentration contour at the vertical plane downstream along the centreline of the scaled 

pig building model. X represents distance away from the scaled model, and Z represents the height 

from the wind tunnel floor. 

 

4. Conclusion 

Airflows in terms of velocity and turbulence as well as concentration of a tracer gas at a vertical plane 

downwind a scaled-down naturally ventilated pig building with an outdoor exercise yard (NVPBOY) 

were measured in a large boundary layer wind tunnel. A stagnant zone with an air vortex was observed 

at the wake of the building up to the distance of 3.23Hb. The size of the plume of air pollutants from 

the scaled NVPBOY model was 1.54Hb and over 7.69Hb in vertical and stream-wise airflow directions 

respectively under the experimental conditions. The gas concentration accumulated in an area at the 

height where air vortex and peak of TKE occurred. The results showed a close link between air 

pollutants dispersion and airflows. 
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Abstract 

Urban green infrastructure offers opportunities as nature-based solution to urban particulate matter 

(PM) pollution, but the uncertainty of their effectiveness is hampering their implementation. 

Computational fluid dynamics (CFD) models of PM capture by vegetation are useful tools to increase 

their applicability. In CFD models, the correct description of the vegetation-wind interaction is key and 

the accuracy of the modelled wind flow is highly linked to the uncertainty about the drag coefficient. 

The Wilcox revised k-ω model with adapted momentum and turbulence sink terms was parameterised 

by comparison with wind tunnel experiments and this led to improved results of the aerodynamic 

statistics. Next, the scalar tranport equation was employed to model PM dispersion. The mechanisms 

leading to PM deposition on vegetation were implemented and the optimised drag coefficient was 

used in these equations. The model was validated with other wind tunnel experiments making use of 

labscale generated PM. Moreover, the particles consisted of Arizona fine test dust with a diameter of 

1-10 μm, thus real particle dynamics were studied. All simulations were performed with Comsol 

Multiphysics® (version 5.6). 

Keywords: Green walls, CFD, Drag force, Size-resolved deposition model, Wind tunnel validation 

1 Introduction 

Air pollution caused by particlate matter (PM) poses a serious health risk among citizens worldwide. 

Urban green infrastructure, in particular green walls, is increasingly regarded as a nature-based 

solution to PM pollution in cities (Ysebaert et al., 2021). The correct description of the vegetation-wind 

interaction is key in describing the effect of vegetation in CFD models including dispersion. Plant 

elements reduce momentum and turbulence by both viscous and form drag, which are represented by 

the permeability (represented as K, m2) and drag coefficient (represented as Cd, unitless), respectively. 

The accuracy of the modelled wind flow is highly linked to the uncertainty about the drag coefficient. 

In addition, at low wind speeds viscous drag is not negligible and it should be regarded in CFD models 

(Ysebaert et al., 2022). This research aims to address the uncertainty related to Cd and K by including 

the effect of climbers on both the momentum and turbulence equations in CFD models. In addition, 

this research concerns the removal of PM from the atmosphere by dry deposition on leaf surfaces of 

green wall species. The optimised aeodynamic model was used to model the air flow around an 

through the vegetation and a scalar transport equation was extended with two often cited analytical 

dry deposition models (Petroff and Zhang, 2010; Zhang et al., 2001). The outcome of the two models 

was compared with data from wind tunnel experiments. This article discusses the results for an 

incoming wind speed of  1.2 ± 0.2 m s-1 and a PM concentration of 100 µg m-3. 
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2 Materials and methods 

2.1 Experimental set-ups 

Two different wind tunnel setups were used to obtain high quality data for model validation for (1) 

accurate aerodynamic characterisation of vegetation in urban CFD models, and (2) validation of a size-

resolved deposition model. The first setup consisted of a closed loop wind tunnel with an inner 

diameter of 103 mm and a total length of 6 m (Figure 1, upper picture). Plant material was hung in the 

middle of a removable duct part of 0.55 m in quantities corresponding with the real branch scale 

(Huang et al., 2013). Wind speeds between 0.40 ± 0.01 up to 3.81 ± 0.04 m s-1 were obtained in an 

empty wind tunnel with an inline duct fan (Ruck RS-series) and were measured with an air velocity 

transmitter (CTV 110, Kimo Instruments) in front of the plant section. Pressure drops were measured 

across the plant section with a pressure module (700 PD2, Fluke) and a pressure calibrator (717 30G, 

Fluke).  

A second wind tunnel setup was built as an open-circuit system to study PM deposition on green wall 

species (Figure 1, bottom picture). It was equipped with a hexagonal honeycomb-screens combination 

after the inlet bend and another identical honeycomb (nominal cell size of 6.4 mm and thickness of 60 

± 0.25 mm, Corex) in front of the fan to straighten the flow. An extraction ventilator (MPS 355 EC 30) 

resulted in wind speeds between 0.55 and 5 m s-1 in the plant compartment, which had a size of 1 x 

0.5 x 0.5 m. Climbers were grown against a wire mesh and were placed in the middle of the test section 

with ramps at both sides to guide the air flow. Wind speeds were measured at the in- and outlet of the 

test section with a hot wire anemometer (PCE-009, PCE Instruments) and the pressure drop was 

measured across the test section with the same pressure module. 

 

 

Figure 1 - Upper picture: Closed-circuit wind tunnel setup with 1, an inline duct fan, 2, a mesh to prevent the plants 
to move, 3, a removable plant section, 4, a differential pressure sensor, and 5, an air velocity transmitter. Bottom 
picture: Open-circuit wind tunnel setup with 1, an inlet with air from outside, 2, an inlet of Arizona fine test dust 
coming from a dust aerosol generator, 3, a honeycomb-screen combination, 4, a plant section, 5, an extraction 
ventilator and 6, an outlet of the wind tunnel to the outside. The letters represent the measurement points with 
a, a differential pressure, b, a hot wire anemometer, and c, an optical particle sizer. 

PM in the size range of 0.37-10 μm was generated with a Dust Aerosol Generator (3410U, TSI) using 

Arizona fine test dust A1 Ultrafine (Fiatec). The concentration of PM was measured at the in- and outlet 

of the test section with an Optical Particle Sizer (3330, TSI). At the start of each experiment, the wind 
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speed and PM concentration were set so that the same conditions were obtained for each repetition. 

In addition, PM deposition on the wind tunnel walls was considered by measuring the difference in PM 

concentration at the in- and outlet of an empty wind tunnel and correcting for this difference when 

handling the data of the climbers. 

Common ivy (Hedera helix), Boston ivy (Parthenocissus tricuspidata) and Virginia creeper 

(Parthenocissus quinquefolia), climbers commonly found in Western Europe, were introduced in the 

first wind tunnel setup (Figure 1, upper picture) to obtain pressure-velocity data. H. Helix was used to 

study PM deposition in the second wind tunnel setup (Figure 1, bottom picture). 

2.2 Numerical methods 

2.2.1 Fluid flow model 

The free stream flow field was modelled by solving the steady state 3D steady-state incompressible, 

Reynolds-averaged Navier-Stokes (RANS) equation together with the continuity equation using a finite 

element method in Comsol Multiphysics® (version 5.6). Nothwithstanding the higher accuracy of large 

eddy simulation (LES) models, RANS was chosen because of its lower computational cost, easier 

convergence and the avoidance of additional input parameters that have to be calibrated in the case 

of LES models (Kormas et al., 2016). The Reynold stress tensor was modelled using the Wilcox revised 

𝑘 − 𝜔 turbulence model with 𝑘, the turbulent kinetic energy (TKE, kg m−1 s−3), and 𝜔, the specific 

dissipation rate (SDR, kg m−3 s−2) (Wilcox, 2008), assuming the Boussinesq approximation. 

The effect of vegetation on air flow was modelled by considering both viscous (called viscous drag, 

represented by permeability 𝐾) and pressure (called form drag, represented by drag coefficient 𝐶𝑑) 

forces created by the vegetation elements. This so-called drag force, gives rise to a momentum sink in 

which both forces are implemented (Su, equation 1). For this end, vegetation was regarded as a 

uniform, porous medium and its effect on fluid flow was modelled on average for this volume. The 

amount of vegetation was introduced as leaf area density (LAD, m2 m-3), which is the one-sided leaf 

area per unit volume. In addition, the drag force created by plants gives rise to a source and sink term 

in the TKE and SDR equations, which come with additional model coefficients which need to be defined 

carefully (Sogachev and Panferov, 2006; Zeng et al., 2020). For this end, the assumptions of Sogachev 

and Panferov (2006) were assumed, which results in equations 2 and 3 for the vegetation terms in 

𝑘 and 𝜔, respectively. For the derivation of these equations, the reader is referred to Ysebaert et al. 

(2022).  

𝑆𝑢 = −
𝜇

𝐾
𝒖 − 𝜌𝐿𝐴𝐷𝐶𝑑𝑈𝒖 

 

Equation 1 

𝑆𝑘 = 0 Equation 2 

𝑆𝜔 = 0.313𝜌𝐿𝐴𝐷𝑈𝒖 Equation 3 

With 𝜇, the air dynamic viscosity (kg m-1 s-1), 𝐾, the permeability (m2), 𝜌, the air density (kg m-3), 𝐿𝐴𝐷, 

the leaf area density (m2 m-3), 𝐶𝑑, the drag coefficient (-), 𝑈, spatially averaged wind speed (m s-1), 𝒖, 

the wind velocity (m s-1).  

𝐾 and 𝐶𝑑 are the parameters under study and they were determined by a Nelder-Mead optmisation 

study for H. helix, P. Tricuspidata and P. quinquefolia for a wide range of bulk mean wind speeds (U) 
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from 0.04 ± 0.01 to 3.81 ± 0.04 m s-1 corresponding with Reynolds numbers (Re) from 3⋅103 up to 

2.5⋅104. 

2.2.2 Dispersion and deposition model 

The dispersion of PM in the wind tunnel setup was modelled with the 3D steady-state convection 

diffusion-equation for a passive scalar and deposition was included by a sink term Sd, as follows: 

             𝑆𝑑 = −𝐿𝐴𝐷𝑣𝑑𝐶                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 Equation 4 

With 𝑣𝑑, the deposition velocity (m s-1), which includes all mechanisms leading to PM deposition 

(Figure 2) and which was specified by Zhang et al. (2001) and Petroff and Zhang (2010). 𝑣𝑑 is dependent 

on the particle diameter. 

 

Figure 2 - The different mechanisms of PM dry deposition on a leaf surface (from the article of Ysebaert et al. 
(2020). 

3 Results 

3.1 Aerodynamic characterisation of climbers 

The optimisation of permeability, 𝐾 (m2), and drag coefficient, 𝐶𝑑 (-), demonstrated that with 

increasing Reynolds number, three regions could be identified and the results are depicted in Figure 3. 

A first region where Re < 4,000 and U < 0.6 m s-1, showed only a significant effect of viscous drag on air 

flow. Between a Re of 4,000-10,000 (0.68-1.56 m s-1), both viscous and form drag forces are at play, 

but form drag overtakes viscous drag at around 0.8 to 1.5 m s-1 depending on the type of climber and 

its LAD. Beyond this region, drag force is dominated by form drag. However, 𝐶𝑑 decreased with 

increasing wind speed owing to the sheltering effect of consecutive vegeation elements. Increasing the 

wind speed even more, would result in a constant 𝐶𝑑 value. The outcome of this optimisation clearly 

showed that (1) viscous drag is not neglible at wind speeds below 1.5 m s-1, and (2) the drag coefficient 

is dependent on the wind speed in CFD models. Hence, the common practice to model the 

aerodynamic effect of vegetation as 𝐶𝑑 = 0.2 leads to deviations, and these deviations are greatest at 

low wind speeds (not shown here). The latter is important when studying air flow in urban areas, since 

urban areas are charactised by stagnation zones of wind speeds at locations behind buildings and in 

street canyons (Lauriks et al., 2021). 
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Figure 3 - Permeability (m2) (left axis, represented by open diamond symbols) and drag coefficient (-) (right axis 
represented by bullet symbols) obtained with model optimisation as a function of the Reynolds number. The 
colour legend refers to the combination of climber species and LAD. 

3.2 PM deposition 

Only a small selection of the results will be discussed, namely the PM deposition on H. Helix for an 

incoming PM10 (PM fraction with an aerodynamic diameter smaller than 10 μm) concentration of 

approximately 100 μg m-3 and an incoming wind speed of 1.2 ± 0.2 m s-1. Figure 4 shows the collection 

efficiency (the difference in concentration at the in- and outlet of the test section divided by the 

concentration at the inlet, CE, %) as a function of the particle diameter for both deposition models and 

the experimental data. Between 0.37 and 0.58 μm, CE of the experimental data increased with particle 

diameter, as is reflected by the model of Petroff, however not by the model of Zhang. At higher particle 

diameters, the experimental data corresponded better with the model of Zhang. Further validation of 

both deposition models is necessary to understand the reason behind the deviations and to find the 

parameters of key influence. The authors of this abstract believe that the integration of the optimised 

aerodynamic characterisation of vegetation improved the current size-resolved models, since the 

impact of air flow was better represented. Furthermore, the deposition model of Zhang includes the 

drag coefficient and, therefore, more accurate model results are foreseen. In addition, the wind tunnel 

setup will allow to test various PM concentrations and wind speeds, so that model parameters can be 

tuned for a wide range of environmental conditions. 
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Figure 4 - Collection efficiency of H. Helix of Arizona fine test dust partciles as a function of particle diameter 
determined with experiments and with the size-resolved deposition model of Petroff and Zhang (2010) and Zhang 
et al. (2011). Error bars show the standard deviation of the experimental data. 

4 Conclusions 

This study demonstrated in the first place that inclusion of a varying viscous drag (i.e. permeability, 𝐾) 

and form drag (i.e. drag coefficient, 𝐶𝑑) with wind speed improved the aerodynamic characterisation 

of vegetation and models using a constant 𝐶𝑑 will result in less acurate results. The correct description 

of the vegetation-wind interaction is critical when modelling the urban heat island effect and pollution 

dispersion in cities. Secondly, pollutant dispersion and deposition was studied with a wind tunnel setup 

with input from labscale generated PM. Two widely cited size-resolved deposition models were 

implemented in the previous developed CFD model and compared with experimental results. Further 

validation is requested to obtain an accurate deposition model for all particle sizes. Future study should 

include turbulence kinetic energy measurements behind the plants to verify if the parametrisation is 

also resulting in correct simulation of the turbulence statistics. Furtermore, more environmental 

conditions should be experimentally studied to fully understand the driving parameters leading to PM 

deposition on green walls and vegetation in general. In the end, both models could be implemented 

in an urban CFD model at real scale to simulate scenarios that optimise PM mitigation by green walls. 
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